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1 Measure Space. Probability Space

1.1 Review of Probability Space

The standard notation for a probability space is (2, F,P): random trials. The components of this tuple
are given by:

1. Q: this is the sample space. It’s the collection of all possible outcomes.

w € ( is a sample point.
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2. F: this is a g-algebra: this is a collection of events. For A € F, we say that A is an event. Hence,
ACQ.
3. IP: this ia a function defined on the o-algebra F:

F —10,1]
Ae F—P(A) €]0,1].
This is called the probability of the event A.

Example 1. Flip a fair coin. Then,

Q= {H’ T}
F={{H}{T},{H,T},0}.

Then, the probabilities are given by:

P(H) =, P(T) = % P({H,T}) =1, P(0) = 0.

1.2 Measure Theory

Measure theory is the foundation of modern probability theory. We will define things for a general measure
space (S, %, 1) to replace (2, F,P).

Definition 1 (Algebra). Let S be a set. A collection X of subsets of S is called an algebra if:

1. §¢€ 3.
2. (Closed Under Complements): A € ¥y = A°= S\ A € %.
3. (Closed Under Finite Unions): V n € N, if A;,..., A, € ¥y, then,

UAj € Y.

j=1
Remarks: If ¥ is an algebra of S, then:

1. D € X (by (1) and (2)).
2. if A,B € %, then AUB, ANB, A\ B, AA B, B\ A € %.
3. foralln € N, Ay, ..., A, € g = (j_; 4; € ¥o (Closed Under Finite Intersections).

Definition 2 (o-algebra). A collection ¥ of S is a sigma algebra if:

1. X is an algebra.
2. (Closed Under Countable Unions): Ay, Az, As,... € ¥ = [J72, 4; € X.

Note that if ¥ is a sigma algebra, then ¥ satisfies (1)-(6), and:
[e.9]

Ay, Ag, ... €N = ﬂ Aj €.
j=1

Very often at this stage, if we want to prove something, we need to go back to the definitions. So at this
stage, there will be lots of sets and logic.

Definition 3 (Measurable Space). The pair (S, ¥) is a measurable space. A set A € ¥ is a measurable
set.
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This means that there is a chance that it will turn measurable.

Definition 4 (o-algebra generated by C). Let C be a collection of subsets of S. The sigma algebra
generated by C, denoted by o(C), is the smallest o-algebra which is a superset of C. So:

1. CCo(C).
2. if ¥/ is a o-algebra containing C, then o(C) C 3.

Proposition 1. (Properties of o-algebra)

1. if C is a o-algebra, then o(C) = C.
2. o(a(C)) =a(C).
3. If Cl g CQ, then U(Cl) g O’(Cg).

Proposition 2. Another way of getting the smallest o-algebra:
= ﬂ {¥ | ¥ is a sigma algebra and C € ¥} (1)

We have the following fact: for an index set I, if {¥,, | @ € I} is any collection of o-algebras of subsets
of S, then [ X, remains a o-algebra, i.e. , the intersections of o-algebras are still o-algebras.

Exercise: prove Proposition 1 and Fact.

Example 2. Let A, B C S. Then, what is o({A})?

A ie e on\ -HnM ovaldble 2 ©S:
®: Based o A w\«d\‘ elee 16 averldo\e.
¥ we?

[

Then, o({A}) = {A, A°,0, S}. This means that these are the ONLY 4 sets which are measurable with
respect to o({A}). Nothing else is measurable.

Exercise: find o({4, B}).

What does a o-algebra mean for us? A o-algebra contains the collection of events, so it tells me
the information available to me (from the point of view of probability). If you're not in the o-algebra,
then you’re not measurable with respect to the o-algebra.

Example 3 (Borel o-algebra). Take S = R. Then, B(R) is the Borel Sigma Algebra, which is defined
as:

B(R) = o({open subsets of R}) (2)
This applies to any topological space. So, an equivalent condition for R is:
B(R) =0({]a,b] | a <b, a,beR}) (3)
If B € B(R), then B is called a Borel Set.

. o({]a,b] | a < b, a,b € R}).
2. B(R) =o({[a,b[ | a < b, a,beR}).
)=0c({[a,b] | a <b, a,beR}).
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4. B(R) = o({Ja,o0[ | a € R}).
5. B(R) = o({[a,00[ | a € R}).

and so on... the message is that the generating class which gives us B(R) is not unique. Let’s see how
a proof of showing some of them are equivalent works. Let’s show that ¥ = 3j. For all a,b € R, for
a < b, how do I construct ]a,b[? We push |,] out from the inside:

]a,b[:[j]a,b—;[

n=1
This shows the inclusion, ¥ C ¥;;. Similarly, if I want to reach Ja,b], we take:
~ 1
N }a, b+ n] (4)
n=1
This shows that X)) C X . Also, don’t forget that for all z € R, {z} € B(R).

Definition 5 ( 7-system). Let S be a set. A collection I (of subsets of S) is called a m-system if for all
A Bel, AnBel.

So, a m-system is a collection which is closed under intersections.
Definition 6. Let S be a set. A collection D (of subsets of S) is called a d-System if:

1. SeD.
2. (Closed Under Taking Differences): if A, B € D and if A C B, then B\ A € D.

3. (Closed Under Monotonic Limits): if A, € D for n > 1, (some countable sequence of sets),
and if A, T A, then A € D.

Definition 7 (Set-Theoretic Limits). “A,, T A” means that:

e Monotonic Increasing: A, C A, for all n € N.
o Uit 4n = A

“Bp, J B” means that:

e Monotonic Decreasing: B, C B,
e (2, B,=B.

The reason we care about 7-systems and d-Systems is that we can separate the properties of B(R)
into a m-system and a d-system. This will let us further decode a o-algebra.

Lemma 1. Let ¥ be a collection of subsets of S. Then, X is a o-algebra <= 3 is a m-system and a
d-system
Proof. “=": trivial.
“«<": we verify that 3 is a o-algebra:
1. Se¥ /.
2.iffAe¥ = A°= S\ AeX (d-System) v'.
3. if A, € X for nl, we need to check that (J;7 | A, € X: this is the one that will need some work.

Set By, = U?:1 Aj. Then, B, forms an increasing sequence, and B,, € ¥ for all n € N since X is
a m-system and a d-System and by DeMorgan’s Law. But, by (III) of a m-system, |J;~, B, € X.
But,

oo o0
UBn:UAneZ.
n=1 n=1
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O

Theorem 1 (Dynkins 7m-d Lemma). Suppose that I is a w-system of subsets of S and d(I) is the w-system
generated by I (i.e., d(I) is a d-system and if d is another d-system such that I € d, then d(I) C D).
Then, d(I) = o(I).

What this theorem is saying is the following: if you start with a m-system generating class, all you
need is a d-system and you’ll automatically get a o-algebra.

Proof. We observe that it is sufficient to show that d([) is a w-system. Why?

1. By the lemma, we know that d(I) is a o-algebra. Hence, we get the inclusion o(I) C d([).
2. Since o(I) is certainly a d-system, d(I) C o(I).

So the general sketch of the proof is: we start with a m-system, generate a d-system, and then get a m-
system. The proof technique we will use, which is standard in set theory, is the good set principle: we
collect all the items with the property that we want, argue that this collection satisfies a certain property,
then show that this collection is actually the whole set. This proof will require two stages.

First, we set Dy :={B €d(I) | BN A€ d(l) VA € I}. This will be our “good set.”
Claim: D; is a d-system. To check:

1. SeD; v:isince Ac I, AnNS=Aecd().
2. A1, Ay € Dy, A C Ay, we want to show that As \ Ay € D v': because for all A € I:

AN(A2\ A1) = (A2NA)\ (A1 NA) € d(I) since d(I) is a d-system.
—_—— ——
ed(I) ed(I)
3. For A, € D1, forn > 1 and A,, T A, we need to show that A,, € Dy v': because for all A € I,
ApNAT Ao NA.
~——
ed(I)
This shows that Ao, N A € d(I), which shows that Ay, € Dy.

Hence, we have proven that D; forms a d-System, and certainly I C D;. But, based on how Dj is
defined, we get that Dy C d(I). Hence, d(I) = D;. This means that for all B € d(I) and for all A € I,
BN A € d(I). Intermediate step complete! We need to now replace for all A € I with for all A € d(I).
So we do the good set principle once more. Set:

Dy:={Ced(I) | BNCed(I)V Bed()}.
From our intermediate step conclusion, we know that I C Ds. Next, we need to verify that Dy is a

d-System. Exercise: go through the three conditions of a d-System.

Since Dy is a d-system and I C Ds, this shows that d(I) C Ds. Hence, d(I) = Ds. Now we can
conclude that VC € d(I), for all B € d(I), BN C € d(I). Hence, d(I) is a m-system, which is what we
wanted to show. ]

This idea is very important in the study of measures. When constructing a measure, we only look at
the m-system which generating the o-algebra, which is why this theorem is important.

Definition 8 (Additive). Let S be a set, ¥y be an algebra of subsets of S. Let g be a non-negative set
function defined on X, i.e.,

Mo - Eo — [0,00]

We say that pg is additive if:
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Mo()z
.VA,Be€Xgand ANB =0,

po(AU B) = po(A) + po(B).
We say that ug is countably additive if:

1. po(0) =o0.
2. VA, € X, for all n > 1 such that ;N A; =0ifi# j and |J,2 | An € X0, we require:

o (U An) =5 po(An). (5)

Definition 9 (Measure). Let (S, X) be a measure space. If 44 is a non-negative set function defined on ¥
and p is countably additive, then p is called a measure. The triple (S, 3, i) is called a measure space.

o If 1u(S) < oo, then p is a finite measure.

o If u(S) =1, then i is a probability measure.

e if there exists a sequence {S,, | n > 1} C ¥ such that | J;~, S, = S and p(S,) < oo for all n > 1,
then p is o-finite.

Remark. All measures we will discuss in this course will be finite or o-finite.

e If N € ¥ such that u(N) = 0, then we say that N is a null set.
e If a statement holds everywhere except on a null set, then we say that the statement is true almost
everywhere (a.e.) or almost surely (a.s.).

1.3 Properties of a Measure u

Proposition 3 (Monotonicity). Let A, B € ¥, A C B. Then, u(A4) < u(B).

Proof. Write B= AU (B\ A). Then, AN (B\ A) = 0. By the additivity of u:
u(B) = p(A) + w(B\ A) = u(B) < p(A).

Caution! Do not take the difference, pu(B) — pu(A), because both p(A) and p(B) might be infinite. That
would be undefined. O

Proposition 4 (Subadditivity). Let A, € ¥ for all n > 1. Then,

7 (U An) <> u(Ay). (6)
n=1 n=1

BnZZRAn\ ([j‘Aj>'

The B,,’s are disjoint, and B, C A,. So, by (Monotonicity), u(B,) < u(A4,) for all n > 1. Furthermore,

o)
n=1 n=1

Proof. Set By = A1, and:

Hence,
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Note the other two properties we have:

o if A, € ¥ and p(Ay,) =0 for all n > 1, then p(|J,2; An) = 0: the countable union of a null set is
again a null set.

e we also have finite subadditivity: if ¥y is an algebra of subsets of S and g : ¥ — [0, 00| is additive,
then for all n > 1, and for all A; € Xy, we have:

U Aj | < ZMO(A )
j=1 =1

Proposition 5 (Continuity from Below). If A, € ¥ for all n > 1 and A,, 1, then,

Proof. Set By = Ay, and B,, = A, \ Ap+1. The B,,’s are all disjoint, and

o0

UB.= G A,
n=1

Hence,

u(Uﬁ) =2 nBn) = Jim ) p(By) = Jim | U B | =l (o)
n= n= J= J=

O]

Proposition 6 (Continuity from Above). If A, € ¥ for all n > 1 and A,, | and p(A,) < oo for some
n > 1, then:

n=1

Proof. We’ll show this through continuity from below. WLOG, we assume that p(A;) < co. This implies
that pu(A,,) is finite for all n € N (by monotonicity). So, starting from this property, things become finite.
Set By, := A1 \ A, for all n > 1. Then, B,, 1 and

n=1 n=1 n=1
Since everything is finite, write p(By) = (A1) — u(Ay). Then,

Jg (s M(ﬂ )

O]

We remark that in general, the assumption “u(A,) < oo” for some n is necessary. E.g., if S = R,
Ay, :=]n, 0o], then:

o Lr(Jn,00]) = 00. So, limy, 00 u(Ay) = 0.

e Since A, L 0, pr (N2y An) = 0.
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This is a contradiction.
Theorem 2. Given a set S and an algebra X, assume that p is a non-negative set function:
J Yo — [O, OO[,

is a set function (i.e., p is non-negative and real-valued and p is finitely additive. Then, p is countably
additive <= is continuous at the empty set. To be continuous at the empty set means that if
An, €Y and A, | 0 then lim, oo u(Ay) = 0.

Proof. “=": this is implied by continuity from above. The proof is exactly the same.
“<”: we go straight back to the definition. Take {B,, | n > 1} C ¥, such that B; N Bj = () for all i # j
and assume that B = (J;2, € ¥o. Set A, := B\ Jj_, B;. Clearly, A, | 0. By continuity at the empty

n=1

set, limy, 00 1(A4,) = 0. On the other hand, A, N (U?Zl Bj> = (). Hence,
u(B) = u(An) +p | | JB;| (finite additivity)
j=1

= u(An) + Zl p(B;) (finite additivity) — 0+ 1u(Bn).
= ~~

n—+00 n=1

ie.,

1.3.1 Existence and Uniqueness of Measure

Given a measure space (5, %) and two measures ;1 and g, we say that two measures are equal, 11 = uo,
if forall A e X, ui1(A) = p2(A) for all A € 1.

Theorem 3. Given a set S and a w-system I of subsets of S, let u1 and ps be two measures on S, % =
o(I). Then, if u1(S) = pa(S) < oo and p1(A) = pa(A) YA € I, then iy = pa on the whole o-algebra.

Significance of this theorem:

e Only R-valued measures allowed.
e We can extend this to any o-finite space by breaking the space down.
o 11(S) = p2(S) < oo allows us to apply the theorem to o-finite measures.

Proof. This will use “good set principle.” Set:
D= {A €| u(A) = us(A)}.
Then, I C D, by assumption. We want to now show that D is a d-system. We check the properties.

1. S € D is given.
2. If A, BeD, AC B= B\ A€ D. This follows from the additivity of measure and the finiteness of
it:

1 (A\ B) = p1(B) — 1 (4)
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3. for A, € D, for all n > 1, and A, T A, we need to check that A € D. This follows from the
continuity from below property:

,U'l(A) = lim g (An) = lim UQ(An) = M2(A)'

n—oo n—oo
Hence, D =0o(I) = X.
O

We can see that the built in properties of d-Systems are compatible with measures = this is why
we can focus on m-systems. Having established the uniqueness of measure, we can now move onto the
existence of measures. We will briefly review the construction of the Lebesgue measure. We will use, but
not prove, the following key result.

Theorem 4 (Caratheodory’s Extension Theorem). Given a set S, suppose that ¥ is an algebra and
0 : 2o — [0,00] is countably additive. Then, there exists a measure u defined on ¥ = o(Xg) such that
w(A) = po(A) for all A € 3.

This theorem tells us that we can extend a measure from ¥ to 3. Moreover, if 119(S) < oo, then such
an extension is unique.

Next, we will use Caratheodory’s Extension Theorem to construct A = Apq, (the Lebesgue Measure

n (J0, 1], B(]0, 1])).
1. We need to define a candidate measure on an algebra of subsets.

k
Yo = {F clo,1] | F = U]ai,bi] where k€N, and 0< a1 <bl <ag<by <...<ap <b, < 1}
i=1

2. Define pg on Xg: for

k
F = J]ai, bi] € %o,
i=1
then,
k
po(F) => (b — a;)
i=1
One can verify that pg is well-defined, i.e., if
k l k l
F= Ual,z Uc], Zb—aZ Zd—cj
i=1 7j=1 i=1 j=1

One can also verify that pg is additive.
3. Now need to verify countable additivity: by the theorem, this means we need to check for continuity
of pp at the empty set.

Proof. Take F,, € Xy with n > 1 such that F,, | 0. The goal is to show that lim, . p0(F,) = 0.
To that end, assume that lim,, o o(Fy,) > 0. Then, there exists a 6 > 0 such that po(F,) > 9 for



Math 587: Advanced Probability Fall 2021 Page 10

all n > 1. For each n, choose C,, € Xy such that C,, C F,, and uo(F, \ Cy) < 2~ ()5 Define
K, = ﬂ?:l Cy. Then, K, | and for all m > 1, by deMorgan’s Law,

m

Fu\ Km = | (Fn \ Cu).

n=1

NOW; MO(Fm \ Km) < Z?:l MO(Fm \ Cn) < 2?21 ,UJO(Fn \ Cn) < 6an:1 27(n+1) < % for all m >
1. The first inequality follows from finite subadditvity and the second inequality follows from
monotonicity. Since po(Fy,) > ¢ and for all m > 1, po(Kp,) > g for all m > 1.

=3dz, € K, Vm>1
= {zm} € C; (compact)
=3 {my |1 > 1} s.t. Ty, = Too as | — o0.

For every n, when [ is sufficiently large, m; > m. Hence,
= Ty eKml gKngCnan

=20€C,=F,Vn>1

o0
= Too € ﬂFn

n=1

This is a contradiction, so g is countably additive. O

(Will Continue Later).

1.4 Completion of a Measure / Measure Space

Sometimes, it’s convenient to assume that subsets of null sets are measurable. Let (S, %, 1) be a measure
space. Set N :={ACS |3 BeXand u(B)=0st. AC B}. Define a new sigma algebra:

Y ={FCS|dGHeXst. GCFCHand u(H\G) =0}
Note that X C X*.
Theorem 5. X* is a o-algebra and ¥* is the o-algebra generated by:
Y*=0(XUN).
Proof. Exercise. O

Definition 10. Define u* to be a set function of ¥* by: for all F' € ¥* if G C F C H for some G, H € %,
with u(G) = p(H), then,

P (F) = p(G) = p(H).
Proposition 7. p* is a measure on (5, X*).
Example 4. Prove this statement.

Definition 11 (Complete Measure Space). (S, X*, u*) is a complete measure space, i.e., the comple-
tion of (S, %, u) (we get this by “patching up the holes”).

Note that if we complete the Lebesgue measure A, (R, B(R), Areh, then we obtain the completed
Lebesgue measure and the Lebesgue o-algebra: (R, L(R), \*).
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1.5 Events and Independence
Assume that (2, F,P) is a probability space.

Definition 12 (Set-theoretic limsup and liminf). Let {A4,, | n > 1} be a sequence of events, i.e., A, € F
for all n > 1. Then,

o oo o

limsup A,, := A,, = lim A 7
o o x

llnrggf A, = Ul ﬂ A, = nh_)rr;o A (8)
n=1m—n m=n

Note that limsup,, 4,, € F and liminf,, A,, € F. In words, what do these sets mean?

e if w € limsup,, A, then V¥ n > 1, 3 an m,, > n such that w € A,,, <= 3 a sequence {m,, | n > 1}
such that m,, — oo asn — oo and w € A,,, for all n > 1 <= w is in infinitely many A/ s. So, we
write limsup,, A, = 4, i.0. .

e if w € liminf, A,, then there exists an n > 1 such that w € A,, forallm > n < w € A,
eventually for all n. Hence, we say liminf, ,- A, = A, “eventually always, (ea)”

Proposition 8. Properties of liminf/limsup.

1. Obviously, liminf,, 4, C limsup,, A,. If liminf, A, = limsup,, A,, then we say that the set-
theoretic limit, lim,, A,,, exists, and is defined to be:

lim A,, = liminf A,, = limsup A4,,.
n n n

If {A,,} is monotonic, then lim,, 4, exists.
2. If {A,, | n € N} is a sequence of events and {B,, | n € N} C F, and A,, C B, for all n € N, then:
limsup A,, C limsup B,
n n

liminf A,, C limsup B,,.
n n

3. (deMorgan’s Law):
limsup A7, = (liminf A4,,)¢
n n
liminf A = (limsup A4,)°
n n
4. “Jumping between A, and Ag”":

(limsup 4,,) \ (liminf 4,,) = limsup(4,, \ An+1) 9)

5. Let {A,, | n > 1} and {B,, | n > 1} be two sequences of events. Then, in general:
(a) (limsup,, Ay,) N (limsup,, By,) 2 limsup,, (4, N By,).
i. Note that the converse inclusion is in general NOT true. For example, A, = {(—1)"

and B, = {(-1)"*'} for all n € N. They're out of phase, and so A, N B, = ) =
lim sup,, (4, N By,) = 0. However, limsup,, 4,, = {—1,1} = limsup,, By.

(b) (limsup,, A,) U (limsup,, B,) = limsup,, (4, U By,)

(¢) (liminf, A,) N (liminf, B,) = liminf, (A, N By,).

(d) (liminf, A,)U (liminf, By,) C liminf, (A, U By,). In general, the “O” is NOT true.
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Theorem 6 (Borel-Cantelli 1 (BC1)). If Y ° P (A,) < oo, then P (limsup,, A,) = 0.

Verbally, this result tells us that if the probability of A,, decays sufficiently fast (i.e., summable), then
the chance of the limsup happening will go to zero.

Proof.

P <lirnnsup An> —P (ﬁ [j Am>

n=1m=n

=,}£20P<UA)

o
< JL%;ZP(A”‘)

=0.

2 Random Variables. Independence

2.1 Independence

Definition 13. Given a probability space (2, F,P), a sequence of events {E,, | n > 1} C F is called
(mutually) independent if for all £ € N, for all 1 <i; <9< ... < a:

k

k
NE, | =]IPE,). (10)
j=1

j=1

It’s also possible to define independence for an uncountable family of events. For example, consider
{Eo | @ € I} C F, where I is an arbitrary index set. This is independent if, for all £ € N, distinct
{ag,..,ar} C I,

k k
() Eo; | =[P (Es,) -
j=1 J=1

Proposition 9. (Properties of Independence).

1. If A, B € F, we use the notation A | B, then the following are all equivalent:

(a) P(ANB) =P(A)P(B).
()IF’(ACHB) P (A°) P (B).
(c) P(A“N B) = P(A°) P (B°).
(d) P(ANB°) =P (A)P(B°).

2. Let A be an event (A € F). Then, A L Bforall Be F < P(A)=0o0r P(A4) =1.

(a) Heuristically, if every event has nothing to do with A, then A must be quite extreme, i.e., it is
extremely likely to happen or it is extremely unlikely to happen.

Proof. “=7: A 1 A means that:

P(A) =P (AN A) = P(A) NP (A).
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The only solution to 22 = x is # = 0 and x = 1. Hence, P (4) € {0,1}.
“<”: if P(A) =0, then for all Be F, ANB € F and P(A) NP (B) = 0. Hence,

P(ANB)=P(A)P(B).

3. We say that a sequence is pairwise independent if for all i # 7,
P(AinAj) =P (A;) P (4;)

ie., A; L Aj. Note that (mutual) independence = pairwise independence, but the converse is not
true. We can illustrate this with an example:

Example 5. Let Q = {HH,HT,TH,TT}. Let F = 2% = {all subsets of Q }. For all w € Q,
P ({w}) = 1. Define the following events:

(a) Ey = {HH, HT}.
(b) Ey = {HH,TH}.
(c) Es={HH,TT}.

The events are pairwise independent:
P(Ey1NEy) =P(EsNEs) =P(E1NE;) = %
However, the events themselves are not independent:
P(E\ N Es N Ey) = % L P (E) P (Es)P(Es).
4. If A C B, then A and B cannot be independent, unless in the trivial case:
P(A)=0or P(B)=1.

If AN B = (), again, A and B cannot be independent unless in the trivial case.

Definition 14 (Independent). Let (2, F,P) be a probability space. Suppose that {G,, | n € N} is a
sequence of o algebras, G,, C F for all n € N. Then, {G, | n € N} is independent if for any choice of
E, € G, for n > 1, the sequence {E,, | n € N} is independent.

Proposition 10. Given {F, | n € N} C F, we say that {F,} is independent <= {o(E,) | n > 1} =
{0,9Q, E,, ES} is independent.

Theorem 7. Given (2, F,P), let {I,,} be a sequence of w-systems (of subsets of Q), I, T F for alln > 1.
Then, {I,} is independent <= {o(I,) | n > 1} is independent.

What this theorem tells us is that to check if two sigma algebras A and B are independent, we only
need to show that the generating m-system is independent. This makes sense, as the behaviour of measure
is determined through behaviour on a generating m-system.

Proof. “<": trivial.

“=": WLOG, we will assume that 2 € I,, for all n > 1. Otherwise, just replace I, with I,, U {Q} = I,
and fn is a m-system and {fn} is independent. It’s sufficient to show that for any fixed N > 1, the family
{o(I,),0(12),...,0(I)} is independent. Choose and fix an arbitrary G,, € I, forn =1,2,3,..., N —1. We
will define two set functions on o (1), both o(I,) — [0, 1]:
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1. EN € o(In) = Py(EN) =P (GiN...NGn_1 N EN).
2. BN € o(Iy) = Py (EN) =15 P(G)) - P (EV).

Clearly, it’s easy to check that both Py and P}, are measures on the same o-algebra and
P () = Py (9).

Further, Py =Py on I,, and for all Gy € In:

N N
Pl G| =]]PG).
j=1 j=1

By the uniqueness of measures, we know that Py = P~ on the sigma algebra generated by In. Therefore,
for arbitrary G, € I, (n =1,...,N — 1), and arbitrary EV € o(Iy):

N-1
P(G1NGyN..nGnoaNEY) = [ P(G)P(EY).
j=1

Stage 1 is done. Next, we choose and fix G; € I; for 1 < j < N —2 and EN e o(I,). Set two measures:

1. Py_y1 == EN-' € o(In_1) s Py_1(EN-1) = P (mj.vj G;NEN-1n EN).
2. Py_y = BNl e (L) = Py (BN7Y) = [[}°P(Gy) P (EN-Y) P (EY).

Moreover,

e Py_; and P?VA are measures defined on o(Iy_1).
o Pn_1() =Py _,(Q2) by the conclusion of the previous step.
e Py_y =P _, on Ix_; also by the previous step.

Hence, by the uniqueness of measure, Py_; = P’y_; on the whole sigma algebra o(In_1). Hence, VG; € I;
for j =1,..,N — 2, and for all EN~! € ¢(Ix_1) and for all EN € o(Iy),

N-2
P(GiNGaN..NGn_yNENTTNEY) = [T P(G)P(EV 1) P (EY).
j=1

Repeating this procedure, we will eventually get: for all B/ € o([ ;) fori < j <N,

N
B =]]P(&).
J J=1

&
IDE

Hence,

{o(I1),0(I2),...,0(IN)}

is independent for all N > 1. Hence,
{o(I,) | n € N}

is independent. O
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Theorem 8 (Borel-Cantelli Lemma 2 BC2). Given a probability space (2, F,P), let {E,, | n € N} be an
independent sequence of events. If

then, P (limsup,, £,) = 1.
Proof. It’s enough to show that P (liminf,, E) = 0. We have:

P (hH%mf E’n) = nh_)noloP < m Em> .

m=n

Fix any n € N. For every n’ > n,

P(N) ) o [T # - T 2.

m=n

which goes to zero as we send n’ — oo (as it’s the tail of a divergent series). Hence,

P ( ﬁ E;;) :0:>IP’(lin%infEfl> = 0.
O

We remark that in (BC2) independence is a necessary condition. We can easily cook up counter
examples for how this is false when we lose independence. For example, consider ([0, 1], B(]0,1]),A). Set
E, :=]0,1/n] for all n € N. Then:

1
ANE,) =~
(Bn) =~
and,
D AE) =)~ =00
n=1 n=1

However, lim sup,, E, = () and A() = 0. This fails since the {E,} is not independent, since the are nested.

Corrolary 1. Given (Q,F,P) and {E,, | n € N} C F being independent. If {C,, | £ > 1} is a family of
index sets such that Cy C N for all K > 1 and C, N C; =0 for all k # [, then {c(E, | n€ Cy) | k > 1} is
independent, i.e., {c({E, | n € C1}),0({Ey | n € Ca}),...} is independent.

Proof. For each k > 1, set:

p
I = ﬂEnj‘pZI,TLjGCk,13?”&1§712§...<77,p

Jj=1
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Ij, is a w-system and o(I;) = o({E, | n € C)}. We only need to show that Ij is independent. To this
end, take 1 < k; < ... < k; to be any finite set of indices, and A; € ij for 1 < j <. Assume that

pj )
Aj=(EY,
7j=1

pj € N and ngj) € Ck;. Then,

l Il pj ‘ l
P(AN4:sn..nA) =P Eo|=][][? (Egp) =[Py
=1 "’

j=1i=1 j=1

where the second to last equality follows from the independence of {E,} and the disjointedness of all the
Cs. O

Example 6. An example of (BC2) . Consider flipping a fair coin infinitely many times. Again let our
probability space be (2, F,P) as introduced before. Set:

E, ={we Q| w, =0},
i.e., the nth flip results in a tail. It’s easy to see that the {E,} are independent. We also notice that
P(E,) = 3 for all n > 1. Hence, by (BC2) :

iIP’(En) =00 =P(E,io.)=1.
n=1

In words, this means that almost surely tails appears infinitely many times. Now consider:
B, = {wn < wp+1}

for all n € N. In words, this means w,, = 0 and w,+1; = 1. It’s easy to see that P (B,) = %, since we are
specifying outcomes for two coin flips. Note that {B,, | n > 1} is NOT independent — there are outcomes
overlapped in a flip, in particular, wy4+1 is involved in both flips. But, {Ba, | n > 1} is independent by
the previous corollary. Now we can use (BC2) .

(o]
Y P (Ban) =00 =P(By, i0. )=1
n=1

along a sub-sequence, so P (B, i.0. ) = 1.

2.2 Tail o-algebra
Definition 15. Given (2, F,P) and a sequence of events {E,, | n > 1}, define:

T := Olo({En,En+1,En+2, 2. (11)

This T is defined to be the tail sigma algebra associated with {E,,}. If an event A € T', then A is called
a tail event with respect to {E),}.

Heuristically, the tail sigma algebra ignores the first finite length of a sequence of events. Let’s see
some examples.
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Example 7. limsup,, B, € T. Similarly, liminf, F, € T. Let’s prove it, we will prove it for limsup,, £,
but you can do it for liminf, F,.

Proof. For all N > 1:

o o0 o0 o
limsup E,, = ﬂ U E,, = m U E, € c({EN,ENnt1,...})
n n=1m=n n=N m=n

=Bl

Hence,

[o.¢]
limsup E, € () o({En, Ent1,...}) = T.
" N=1

O]

Theorem 9 (Kolmogorov’s 0-1 Law). If {E,} is independent, and T is the tail o-algebra associated with
E,, then for all Ac T, P(A) € {0,1}.

Heuristically, if A € T, then it’s not going to talk to finitely many of the E,’s, so it must be a
somewhat trivial event.

Proof. Set:

k
I:= ﬂEnj\keN,njEN,1§j<k,{1§n1glngg...gnk}
j=1

Iisam-systemand o(I) = o({E, | n € N}). Now, givenany A € T, forall N > 1, A C 0({En+1, Ent2,...})
This means that for all N > 1 and for all B € o({E1,..., En}), one has that A L B, because {E,} is
independent. Now take E € I and assume that £ = ﬂ?zl E,;. Then, £ € o({Ep,, ..., Ep,) which shows
that A 1L E. Hence,

VBeo(l)=0c({E,|neN})ALB.
However, Ac c({E, | neN}) = AL A=P(A) €{0,1}. O
Let’s see an example of Kolmogorov 0-1 Law in action.

Example 8. Consider flipping a fair coin infinitely many times. Same probability space as usual,
(Q, F,P). Set:

E, = {w, =0}
for all n € N. We have that {E,,} is independent.

1. Consider £ := {w € Q| > ,w, < oo} € F. This set is equivalent to {w € Q | w, =
0 for all but finitely many n }. We claim that E € T. To see this, observe that for any N > 1:

E={we| an<oo}

n=1
={weQ| > wy<oo}€o({En,Eny1,-.})
n=N

By (K 0-1 Law) , P(E) € {0,1}. Very often, choosing which one is the trouble. In this case, we
can see that P (E) = 0, since P (Ef i.0.) = 1.
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2.

2.3

For r € [0,1], set
NSRS
E, ={weQ] nh_}rrgon;w] =r}.

We can confirm that E, € T', because for all N > 1:

&

E. ={weQ] nh_}n(}on;wj =r}
T
={weQ]| Jim ~ > wj=r} € oc({En, Ent1,.-})

Jj=N

Hence, by (K 0-1 Law) , V r € [0,1], P(E,) € {0,1}. Since every limit is unique, E, N E,.» = () for
all r # /) and so there exists at most one r,r*, such that P (FE,») = 1.

Measurable Functions

Definition 16 (Measurable). Let (S,X) be a measurable space and h : S — R (in certain situations,
could be R) be a function. We say that h is Y-measurable, denoted by h € m¥ if: VB € B(R), the
pre-image of B under h is measurable, i.e., h~!(B) € X.

Proposition 11. (Properties of Measurable Functions)

1.

If h is a measurable function, h € mX%, then {h = oo} = {s € S | h(s) = 400} € ¥ and {h =
—oo} ={s €S| h(s) =+o0} €X.

(a) Because, for example {h = oo} = ("2 {h >n} =2, h~(]n,o0]) € .

. More generally, h : (S1,%X1) — (S2,%2), then we say that h is X; \ Yg-measurable if VB € 3o,

h_l(B) € .
For al A C R, h™1(A4¢) = (h~1(A))¢. Moreover, for all 4, € R,where « € I,

ht (U Aa> = Jr (4w,

acl ael
ht (ﬂ Aa) =" (4a).
acl ael

. Suppose C C B(R)and ¢(C) = B(R). Then, a function is measurable <= Vc € C, h™!(c) € .

Proof. “=": trivial.
“e”: Assume that h=1(C) C X. Since C generates B(R), we can write:

K (BR)) = i (0(C) = o(h7\(C)) € .

In particular, h : S — R is measurable <= Va € R, {h < a} € X.
Given h : S — R measurable, f : R — R a Borel function, then (f o h) € mX.
Given hy, hy € mE, hy + ha, hy — ha, hy - hy, #2 (where hy # 0),..., € m3.
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(a) To see that hj + hg is a measurable function: for all a € R:

{h1+ h2 >a} ={h1 >a— ha}

= U{h1>q>a—h2}
geR

=Um>an{h>a-q)
qeq@

All those sets are in 3.
7. Given {h, | n € N} CmX, we have:

inf hy,, sup h,, liminf hy,, limsup h, € m3.
n n n n

(a) We only need to prove the first two: to see that liminf, h, € mX, for all a € R:

{inf hy > a} = () {hn > a} € %.

n=1

Note that if we were to consider {inf, h,, < a}, then {inf, h,, < a} # J;~;{hn < a}. The D is
correct, but C is incorrect. To fix it, push it out by &.

(b) In particular, {limsup,, h, = oo}, {liminf,, h, = oo}, {lim h,, exists }, {lim,, h, exists in R} are
all in 3.

Definition 17 (Random Variable). Consider a probability space (X, F,P). X : ¥ — R is a Random
Variable if X is F-measurable, i.e., X € m.F.

Definition 18 (Sigma Algebra Generated by X). Let X be a random variable. The o-algebra generated
by X, denoted by o(X), is:

o(X) = {X'(B) | B € B®)}. (12)
i.e.: o(X) is the smallest o-algebra with respect to which the random variable X is measurable.
Heuristically, it’s all the information available to us through X.
Example 9. Set X = x4 for some A € F. Then, o(X) = {A, A°,0,Q}.
Proposition 12. Remarks:

1. Given (X, F,P) and X : Q@ — R. Then, X is a random variable < Va € R {X <a} € F.
(a) Note that {{X < a} | a € R} is the 7 system generating o(X).

2. Let {X, | a € I} be a family of random variables on (€2, F,P). Then, the o-algebra generated by
{Xo|ael}is

c({Xa |ael})=c({X;'(B) | B€BR),acl}).
3. Let {X,, | n € N} be a sequence of random variables on ({2, F,P). Set:
k
P = ﬂ{xnj <aj}
j=1

Then, P is a w-system and o(P) = o({X,, | n € N}).
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Definition 19 (Independent Random Variables). Given (2, F,P) and a sequence of random variables
{X, | n e N}, {X,, | n € N} is independent if {¢(X,,) | n € N} is independent.

Proposition 13. {X,, | n € N} are independent <= Vk >1,V1<n; <ng <..<nyg Vai,as,...,a; €
R:

k k
N{Xn, <a} | =[P (X0, <a5). (13)

J=1 J=1

Definition 20 (Tail Sigma Algebra). Let {X,, | n € N} be a sequence of random variables. The tail
sigma-algebra associated with {X,, | n € N} is defined as:

T = () oc({Xn, Xns1,.--}) (14)

This sigma algebra looks at the asymptotic behaviour of X.
We remark that we can think of lim inf,, X,, as a function:
weN— limninf Xn(w).
To see that liminf, X,, € mT, for all a € R, {liminf,, X,, < a}. Note that:

hm inf r,, = sup inf 7p,.

n>1 m>n
So,
{hmlan < a}={sup mf Xm <a}e€eo{Xn,XNt1,.--})
n>NTMm
for all N > 1. Moreover, as in the case of sets, the sets {limsup, X,, = oo}, {liminf, X,, = —oo},
{lim X,, exists}, {lim, X, exists in R}, ... € T. This makes sense as this is all asymptotic behaviour.

In addition, if S,, := Z;L:1 X, for all n € N, then S, is a random variable and S,, € mo({Xy, ..., X, }.
Moreover, given any sequence {b, | n € N} C R* with b, 1 oo, we have:

lim sup — Sn hm inf S— e mT.

To see this, note that for all n € N,

Sh 1
hmsup——hmsup SN + E X;

n bn bn,
j=N+1

Z?:N-i—l X

= lim sup Ema({XN+1,XN+2,...}).

n bn

Theorem 10 (Kolmogorov’s 0-1 Law). Let {X,, | n € N} be a sequence of independent random variables
and let T be the tail sigma-algebra associated with {X,, | n € N}. Then, for all A€ T:

A) € {0,1} (15)
If X € mT, then X is constant a.s., i.e., 3 an a € R such that P(X = a) = 1.
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Proof. We will only prove the second statement. If X € mT, then for all z € R, {X < x} € T. Hence,
P(X =x) €{0,1}.
Define: a :=inf{x € R | P(X < z) = 1}. Then, there are three possibilities:

1. a = +o0: the jump never happens, and so VM > 0,P(X < M)=0=P(X = o0) = 1.
2. a=—o0: then, P(X < -M)=0=P(X =—-00) = 1.
3.aeRVn>1,P(X<a+21)=1=P(X <a-21)=0. This implies that:

1 1
]P’(Xza)zlim[P’(a—nga—i—):l. (16)
n n

n—oo

O]

Example 10. Suppose that {X,,} is independent. Set S,, := Z;L:1 Xj. Let {b,} C R" such that b, 1 oco.
Then,

b—:, limninf i: emT.

limsup X,,, liminf X,,, limsup
n n n

Then, (K 0-1 Law) they are all constant a.s.

There is a horrible proof with combinatorics and boxes which I am omitting.

2.4 Quick Review of Probability

Definition 21 (Law/Distribution). Given (2, F,P) and a random variable X : Q@ — R. The law/
distribution of X, denoted by Ly, id the probability distribution on (R, B(R))such that for all B € B(R):

Lx(B)=P (X '(B)) =P(X € B). (17)
The distribution function of X (of Lx) is:

F,:R—[0,1]
rER- Fx(x):=P(X <z)=Lx(] —o0,z])

Proposition 14 (Properties of Fx). 1. Fy is increasing.
2. limy 400 Fix(z) = 1.
3. lim, o Fx(z) = 0.
4. Fyx is right continuous: V a € R, Fx(a*) = lim,_,.+ Fx(z) = Fx(a).
5. For all a > b:
(a) Fx(a)— Fx(b) =P (b < X < a)=Lx(]b,a]).
(b) Fx(a™)—Fx(b) =P (b < X <a)=Lx(]b,af).
(¢) Fx(a) = Fx(a™) = P(X = a) = Lx({a}).

In particular, if Fy is continuous at a, then P(X =a) = 0.
Example 11. Some examples of distribution functions:
1. X is a uniform random variable on |a, b[, a < b, if:
0 ifx<a
x

Fx(z)=¢5=2  if z €]a,b|
1 if ¢ > b.
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2. X is an exponential random variable with parameter A > 0 if:

0 ifz <0
Fx(w) = {1 e M ifz > 0.

3. X is a Guassian random variable with parameters m, o2 > 0 if:

r 1 _t=m
Fx(x) = / 27r026 23 dt for all z € R.

Definition 22 (Independent and Identically Distributed). Let {X,, | n € N} be a sequence of random
variables. We say they are independent and identically distributed (iid) if {X,, | n € N} is

independent and for some probability measure p on (R, B(R)), Lx, = p for all n € N.
CAUTION! The outcomes may not always be the same.

Example 12. Let {X,, | n € N} be iid on (2, F,P) with common distribution being the exponential

distribution with parameter L. Set:
L :=limsup ——.
P Tn(n)

By (0-1 Law) we know that L is constant a.s. Now the question is: what is that constant?

Claim: L =1 a.s.

Proof. For all a > 0 and for all n > 1,

P(X, > aln(n)) =1—- Fx, (aln(n)) =n"¢

By (BC1) and (BC2) we have:
( Xn . ) 0 ifax>1
P >aoio. | =
In(n) 1 ifa<l.

In particular, when o = 1, we get tat
X
P " >1io. | =1
In(n)

Xn(w)

In(n)
for infinitely many n’s, then L(w) = limsup,, 3= (( )) > 1. Hence:

For w € Q, if

>1

{X > 1io. }g{LZl}:HP’(Lzl):l.

In(n)
Ofe=1+3)

kz{ }-

But, this is a null set for all £ > 1. Hence, P(L >1)=0=P(L =

On the other hand, if:

{L>1}=

C8 (N

1.

\_/

(18)
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2.5 Convergence of Random Variables

Definition 23 (Almost Sure Convergence). Given a probability space (€2, F,P) and {X,} a sequence of
random variables.

1. We say that X,, converges to X almost surely and we write X,, - X a.s. (as n — oo) if:

i ( lim X, = X) =1 (19)

n—oo

If X,, and X are R-valued, this is equivalent to:

IP’(lim X, — X| :o) =1 (20)

n—oo
2. We write that “X,, — 00” a.s. if P (lim, 400 X;, = 0) = 1.
We also call this pointwise convergence.

Proposition 15. Let {X,, | n € N} be a sequence of R-valued random variables and X be a R-valued
random variable on a probability space (2, F,P). Then,

1. X, > X as. < Ve>0,
P(|X,—X|<eea)=1 <= Ve>0P(X,—X|>¢)=0. (21)

This converts pointwise behaviour to something I can look at probabilistically.
2. X,, > 00 as <

VM >0P(X,>Mea)=1 << VM >0P(X, <M io.)=0. (22)

Proof. We will prove the first equivalence.
“=7": Assume that X,, — X a.s. Write the set {lim,_, X;,, = X} in terms of unions and intersections:

{HIEEOX”:X} :]fjlplmfjn{xn—)q < ;} (23)

Notice that for all € > 0, we can choose some kg > 1 such that 1710 < &. Then, we have the following set
inclusions:

o0 o0 1 oo oo
lim X, = X} C {Xm—X g}g X, — X| <&} = liminf {|X, — X| <¢
{Jim, U N Pn-xisppeld N 1% -xi<e) (1%, - x| <)

(24)
Since P (limy—y00 Xp = X) = 1, P (liminf,, o {| X — X| < €}) = 1, which is what we wanted to show. [

Definition 24 (Convergence in Probability). We say that “X,, converges to X” in probability, we write
“X, > X" inprobasn — o if Ve >0,

lim P(|X, — X|>¢)=0 (25)
n—oo
Similarly, we write “X,, — 00” in probability if VM > 0, lim,, o P (X, < M) = 0.
What is the relationship between these two modes of convergence?

Proposition 16. X,, - X a.s. = X,, — X in probability.
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Proof. Assume that X;,, - X a.s. Then, for all € > 0, P (limsup,, {|X,, — X| > €}) = 0. But recall that:

limsupP (| X, — X| >¢) <P (limsup{]Xn - X| > €}> =0.
n n

O
The proof relies on the following lemma.
Lemma 2. Let {A,, | n € N} C F. Then,
p (hm inf An> < liminfP (A,) and P <1im sup An> > limsup P (A4,) . (26)

Proof. Set By, := ()", An. Then, the B, form an increasing sequence of sets. By construction ,for all
m > n, P(B,) <P(A4,), we have that P (B,,) < inf,,>, P (4,).

P (limninf An> — lim P(By)

n—o0

< liminf P(A,)

n—o0,m>n
=liminf P (A,).
L]

Remark. Convergence in probability in general does not imply convergence a.s. Consider the follow-
ing example:

X, : 0= {0,1}
with
P(X,=0) =1~
n
P(X, =1)= .
n

Further, assume that the sequence is independent. Then, for all 0 < e < 1:
1
lim P(|X,| >¢)= lim P(|X,|=1)= lim —=0.
n—oo n—oo
This implies that X,, — 0 in probability. However, Y >° P (X, = 1) = oo. By Borel-Cantelli II, this
means that P (X, =1 i0) = 1. This means that X,, - 0 a.s.

Proposition 17. If X,, — X in probability, then there exists a subsequence {ny | k € N} C N such that
Xp, — X a.s. as k — oo.

Proof. Suppose X,, — X in probability. Then, for all k£ € N, this means that lim,, P (|Xn - X| > %) =0.
This means we can construct a subsequence {ny|k € N} such that P (|X,, — X| > ) < 5. Since ]?12 is
summable, by Borel-Cantelli Lemma 1,

1
For all € > 0, for k sufficiently large, % < &. Hence, we have the following set inclusion:

1
(X, — X| > £ 10} C {\Xnk x| } |
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By monotonicity of probability,
P (| X, — X| > eio.)=0.

This proves that X,,, — X a.s. as k — oo. O
Proposition 18. X,, — X in probability <= for all subsequences {n; | k& € N}, there exists a
subsequence {ny, | I € N} such that Xy, — X in probability as | — oco.
Proof. “=": Trivial.
“«<=": For a contradiction, assume that X,, - X in probability. Then, there exists a € > 0 such that for
some 0 > 0, there exists a subsequence {ny | k € N} such that:

P(|X,, —X|>¢e)>dVEkeN. (27)

However, according to the assumption/hypothesis, there exists a subsequence of this, {ny, |l € N}, such
that X”kl — X in probability, which is a contradiction. Hence, X,, — X in probability. O

Proposition 19. If X,, — X in probability, and if f : R — R is continuous, then f(X,) — f(X) in
probability.

Proof. Since X,, — X in probability, we have by the previous proposition that for all subsequences
{ni | k € N} X,,, — X in probability as & — co. By an earlier proposition, we know that there exists
a previous subsequence Xnkl — X as. as | — oco. With almost sure / pointwise behaviour, we can
use the continuity of functions. This gives us that f (Xnkl) — f(X) almost surely as [ — oco. Hence,
f(Xn,,) — f(X) in probability. Since the mother subsequence X, was arbitrary, this tells us that
f(X,) — f(X) in probability. O

3 Constructing Integrals on General Measure Spaces

3.1 Preparation

We want to construct integrals of h € m¥. Given h: S — R :=RU {+o00}, h € mX.
1. Set h = h™ — h™, where

hT :=max{h,0} and h~ := max{—h,0},

where both A+ and h~ are non-negative and measurable with respect to ¥, i.e., h* € (m¥)*
2. Suppose h € (mX)*. For each k > 0, set hy := min{h, k}. In other words, for all s € S:

h(s) ifh(s) <k
() = 1) RS
k if h(s) > k
As k 1, hyy T h. We are essentially approximating h with a sequence of bounded, non-negative
functions. For each k > 0, hy is non-negative and bounded, i.e., h € (mX)" N b,

3. Suppose h € (mX)T NbE. Suppose that h is bounded by some value k. For each n > 1 and for
every 1 = 0,1,...,2"k, set:

Alt(n,i):={s€ S |27 " <h(s) < (i+1)27"} =h 1 ([i27", (i +1)27))
Clearly these sets are disjoint for different indices. Define:

2"k
hn =Y Xan(ni2 "™ (28)
=0

i.e., s € A"(n,i) then h,(s) = i27". For each n € N, h,, is non-negative, bounded, and simple (it’s
a linear combination of indicator functions). As n — oo hy, T h.
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The combination of (1), (2), and (3), h € mX means that h = h™ — h™ with h* € (mX)™.

Theorem 11 (Monotone Class Theorem). Let H be a class of bounded functions on some space S
satisfying:

1. H is a vector space over R.

2. the constant function 1 € H.

3. if hy, € H for n € N such that hy, > 0 and h,, T h for some bounded function h on S, then h € H.
We call this closed under monotonic convergence.

If H satisfies these properties, we call H a monotone class. If I is a m-system of subsets of S and for
all A€el, xq € H, then bo(I) C H. In other words, if f is bounded and measurable with respect to o(I),
then f € H.

Proof. General advice: when you see a m-system, try to make a d-system out of it. Let D := {F C
S| xr € H}. To see this, we need to check the rules.

1. S € D because 1 € H by (2).
2. if A,B € D and if A C B then B\ A € D because:

XB\4 = XB — X4 € H (by being a vector space) (29)

3. if A, € D forn € Nand A, T A, then A € D because x4, T xa. Since monotonic classes are closed
under monotonic convergence, this means that x4 € H.

This shows that D is a d-system. Since I C D, by the 7-d theorem, o(I) C D. This shows that for all
Beo(l), xp € H.

Next, given any h € bo(I), we apply steps (I)-(IIT) to h. There exists a sequence hi € SEF* such
that ht 1 h*. We have that h* < k and we can write it as:
2k

hyy = Zﬂ_n X{i2-n<ht<(i+1)2-n} € H (30)
=0

co(I)

Since H is a monotone class, H is closed under limits. Hence, h* € H. Since H is a monotone class, it’s
a vector space, and so h =ht —h™ € H. O

Theorem 12 (Monotone Class Theorem — General Measurable Functions). Let H be a monotone class
of (general) R-valued functions on S. If I is a m-system and for all A € I, x4 € H, then mo(I) C H.

Proof. Almost identical to the one above, except we will apply steps (I)-(III) to a given function h €
mo (I). O

The following proposition is a useful application of the MCT.

Proposition 20. Given (5, %) and (S, X2) two measurable spaces. Then, X : S — Sy and Y : S; — R.
Assume that X is ¥ \ Yo-measurable.! Then, Y € mo(X1) <= there exists an f : So — R such that
f € m¥y such that YV = f(X).

Proof. “<": trivial.
“=": Set:

H:={Y:S8 -R|3femSyst. Y =f(X)} (31)

Claim: H is a monotone class of general functions. We need to check the conditions:

YHe. forall B€ T2, X '(B) € £1. 0(X) = {X Y(B) | B € £} is a o-algebra of subsets of Si.
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1. H is clearly a vector space.
2. 1€ H, just set f =1.
3. Since the limit may not exist, we need to go with the limsup. If Y,, € H, Y,, >0, Y,, 7Y, then there
exists an f,, € mX¥g such that Y,, = f,(z). Just:
Y = lim f,(z) = (limsup f,)(x). (32)
n—r00 n
Y eH.

Moreover, for every A € o(X) (a m-system), there exists a B € Yy such that A = X~1(B). By the
monotone class theorem, mo(X) C H. O

We now start the construction of the integral.

Notation. Given (S,%, 1) and h € m3, then the integral of h with respect to u is denoted by p(h). We
write:

u(h) = /S hdp = /S h(s)ulds). (33)
For some B € ¥,
utesh) = [ v [ Gs)utas). (34)

Definition 25. Given h € SFT, assume that h = >}, arxa, where all the Aj are measurable and
ay € [0, 00] for every k =1, ...,n. Define:

p(h) = apu(Ag). (35)
=1

Remarks.

1. One should verify that p(h) is well-defined, i.e., if h = Y}, agxa, = Y, bixp, for some B; € X,
by € [0, 00], then:

> aru(Ar) = bpu(By). (36)
k=1 =1

2. If hy,he € SFT and if p(hy # he) = 0 then p(hy) = u(hs). To see this, do not take hy — hs!

n
hi = Z Ak X Ay
k=1

hy = Z bixB,-
=1

Then,

p(ha) = apu(Ag N {hy # ho}) + > app(Ag 0 {hy = ho})

k=1 k=1

=0
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We have:
ha = ha - X{hy#ho} T 01 X{hi=ho})

= Z bix{Bin{hi£ha} T+ Z Ak X{ApN{h1=h2}}
=1 k=1

This gives us:

p(ha) = bin(By O {ha # ha}) + Y arp(Ax 0 {hy = ha}).
=1 k=1

~~

=0

This shows that they are equal.
3. Let hy, ho be simple functions. Then:

(a) hiV hy = max{hl, hg} € SF+.
(b) hi A hy = min{hl, hQ} € SF+.

4. Given h € SFT, write h = Y_;_; Agxa,. Whenever convenient, necessary, or helpful, we assume
that Ay is a partition of S, i.e., [Jy_; Ax = S and Ay N Ay = ) whenever k # k.

Properties of pu(h) for SF*
1. Linearity: given hy,hg € SF™T, ¢1,¢5 € [0, 00]:
pleihy 4 coha) = cipu(ha) + cop(ha). (37)
2. Monotonicity: given hi, hs € SFT, if hy < ha, then u(hy) < p(he).

Definition 26 (Integral for General Non-Negative Measurable Functions). Given f € (mX)". Define:

u(f) = sup{u(h) | h € SF* h < f} (38)

If feSFTC(mX)", say, f = 1, xA,ak. Previously, we had that the integral was:
n
p(f) = arp(Ag). (39)
k=1
We ask ourselves: what is the relation between (38) and (39)? Claim: for f € SF', it turns out that

(38) = (39).

Proof. Since f € SFT, we clearly get (38) < (39). Meanwhile, for all h € SFT such that h < f, by
monotonicity, u(h) < u(f). This observation gives us the other inequality, (39) < (38). O

The following theorem gives us a baby version of the monotonic convergence theorem.

Theorem 13. Suppose f € (mX)" and hy, € SFt for n € N. Suppose that h, * f. Then,

p(f) = T p(hn) d.e. p(hn) T p(f). (40)
Proof. To do. Ol
Properties of pu(f) for f € (mX)*"

1. If f € (mX)" and u(f) =0, then f =0 a.e.
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Proof. Assume otherwise, i.e., u({f > 0}) = > 0. Since {f, > 1} 1 {f > 0}, there exists some

n € N such that
1 0

Set h = %X{f>l}- Then, h € SFT and h < f. Hence, by monotonicity,

u(f) > p(h) = %u ({f > 1}) > %g >0

n

2. If f € (mX)* and p(f) < oo, then f < oo a.e. The proof of this one is an exercise.
3. If f,g € (mX)" and f = g a.e., then u(f) = u(g).

Proof. Reminder: do not take f — g! Take f,,g, € SF* such that f,, + f and g, 1 ¢g. Then, for

every n € N,
IaX{f=g} + InX{f£r T 9
Hence,
p(g) = B p(foXis=g) + nX{s£q})
= lm p(faxgr=g) + m p(gnxiszg))
=0
Similarly, u(f) = limy oo f(fx(—gy)- Hence, u(f) = (g). =

4. Linearity: let f,g € SF'. ¢ € [0,00]. Then:

(a) p(f+g) = p(f)+png)
(b) en(f) = ulef).

Proof. The proof follows from baby MON. Take f,,, g, € SF™ such that f,, 1 f and g, 1 ¢g. Note
that f, + 9o T f +9g and cf,, T ¢f. Then,

p(f +9) =l p(fo + gn) +lim p(fn) +1im p(gn) = n(f) + n(9)-

O
5. Monotonicity: if f,g € (mX)", f < g. Then, u(f) < u(g).
Proof. For all h € SF™, h < g implies that h < f, obviously. Then,
pu(f) =sup{p(h) | he SF*, h < f} <sup{u(h) | h € SF*, h < g} = ulg).
OJ

Now all that’s left to do is define u(f) for f € mX.

Definition 27. Given (5,3, u) and f € mX. If at least one of u(f™), u(f7) is finite, then we define the
integral as:

u(f) == p(f) = p(f7). (42)
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Note that the existence of u(f) is a quite “weak” property: e.g. if u(f) and u(g) exist, in general we
may not be able to conclude that u(f + g) = u(f) + u(g).

Definition 28 (Integrable Functions). Given (S, %, u), f € mX. f is called p-integrable, denoted by f €
LYS, 3, p) if u(f+) < coand u(f~) < oo, or equivalently, (| f]) < oo, or equivalently, u(fH)—u(f~) € R.

Properties of u(f) for f € LY(S, 3, )

1. If f € L'(S,%, 1), then f € R almost everywhere.
2. If f,g € L'(S, %, ), and if ¢ € R, then f + g € L'(u), cf € L'(p), and p(f + g) = p(f) + p(g) and
pu(ef) = cu(f)-

Proof. We will prove that u(f + g) = u(f) + u(g). Set h = f + g. Since |h| < |f| + |g|, h € L' ().
Next, write out the positive and negative parts of h:

h=ht—h"=ft—f"+g"—g".

Note that with the integrability conditions, h*, g, f* are almost everywhere finite. Re-arrange the
above as:

Wt +f g =fT+g"+h

Apply linearity of integrals for (mX)™, and use the fact that each integral is finite:

p(hT) +u(f7) + (™) = p(f7) + ulg™) + p(h)
=pu(h") = u(h™) = pu(f ) = p(f7) + plg®) — ulg™).
=pu(h) = p(f) + u(g)
This proves linearity. O

3. If f,g € L'(S,%, 1) and f < g almost everywhere, then u(f) < u(g).

3.2 Integral Convergence Theorems

Theorem 14 (Monotone Convergence Theorem). Given (S,3, 1), let {fn}nen € m3 such that fp, T f
(this implies that f € mX). Assume that pu(f;) < oo (Equivalently, pu(f1) exists and p(fi) > —oo). Then,

p(fn) T ulf) == lim p(fp) = p(lim fr). (43)

Proof. Since f, 1 f and p(f; ) < oo, then f; < oo almost everywhere. Hence, by the monotonicity of
the sequence, f, < f,7 < f; < oo and so by monotonicity of the integrals:

p(f7) < plfy) < plfy) < oo

First Step: Assume that f; > 0. Then, f > f,, > fi > 0. Then, for each n > 1, take {hy,, | m € N} C
SFT such that hym T fn as m — .

i fo fso .. fan .. f
hlm h2,m h3,m hn,m

hiz ha3

hia haa
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For each m > 1, set g, := max{him, ham, ..., hnm }. This is going to be a diagonalization argument. For
each m, we have that g,, € SF™", gmi1 > gm, and g,, T f. Why? Because for each n > 1:

Hence,
f> lim gy > lim f,=f=f= lim g,
m—0o0 n—oo n—oo
This gives us that u(g,) T u(f) as n — oc.

Second Step: since him, hom, ooy Bum < fm, we get that g, < fp,. By monotonicity, iu(gm) < u(fm)-
We then obtain:

p(f) = Tim pu(gm) < lim p(fn) < p(f)-

m—0o0

So, by the squeeze theorem, p(f,) T u(f) almost everywhere as n — oo.

Third Step: Set~fn = fn + fi - Then, fn > 0. Set f:= f+ fi - Then, f > 0. Then, f, t f.
Hence, p(fn) T u(f). Now write it all out:

Pn=tat i =f o+ 0 = fat fn = f0 + 0
Taking the integral of both sides,
p(fa) + p(f) = p(D) + p(f0) = u(fa) = u(fa) + ulf7)-

Similarly, u(f) = p(f) + p(f7). Thus, pu(fa) 1 u(f). =

Theorem 15 (Monotone Convergence Theorem’). Given a measure space (S, %, 1) and {f, | n € N} C
mX. If fo L f for some f € mY¥ and u(f;h) < oo, then u(f) is defined an u(fn) 4 p(f).

Proof. Consider f, := fi" — fn, and f = f;” — f. Then, f,,f € (mX)", and f, 1+ f. By the previous
theorem, Monotone Convergence Theorem, pu(f,,) 1 pu(f). Verify that u(f,) = u(f;") — p(fn) and p(f) =
u(fi7) — pu(f). Therefore, u(fn) | u(f). O

Remark that MON and MON’, f,, T f or f,, | f can be replaced by f, 1 f almost everywhere or f, | f

almost everywhere.

Lemma 3 (Fatou’s Lemma). Given (S,%,u) and {f,} C mX, if there exists a ¢ € mX such that
u(g~) < oo and f, > g for all n € N. Then,

p(lim inf £,) < lim inf () (45)

Proof. For every n € N, set g, := inf,;,>, fi,. Then, g, T liminf, f,. We want to use the Monotone
Convergence Theorem; since g1 > g, 11(g; ) < p(g~) < oo = I have a floor. By the Monotone Convergence
Theorem, p(gy) 1 p(liminf,, f,). Meanwhile, g, +¢ > 0 and ¢, + g < fin, + ¢~ for all m > n. Hence, by
monotonicity for integrals of non-negative functions,

w(gn +9) < pu(fm + g~ ) for all m > n.
Verify that yu(gn +9~) = p(gn) + n(g~) and pu(fm +97) = p(fn) + p(g™). This gives us that:

M(gn) < iI;f M(fm) = M(hminf fn) = hmlu’(gn) < hminflu’(fn)‘
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Theorem 16 (Fatouw’). If {f, | n € N} C mX and there exists a g € m¥% such that pu(gT) < oo and
fn <g for alln € N, Then:

p(lim sup fr) > limsup p(fr). (46)

Theorem 17 (Dominated Convergence Theorem (DOM)). Suppose {f, | n € N} C mX and g €
LY(S, %, 1) and |fn| < |g| for alln € N. If f, — f for some f € m¥ (i.e., for all s € S, f(s) = lim,, fu(s)),
then fn — f in LY(S,%, 1), then f, — f in L'(S,%, 1), i.e., lim, oo (| frn — f|) = 0 and in particular,

Jimp(fn) = p(f)- (47)

Proof. Since g € L', |f,| < |g| for all n € N. By monotonicity, u(|f.]) < u(lg|]) < oo. Hence, f, € L!
for each n € N. Moreover, |f| = lim,— |fn|- By Fatou’s Lemma, u(|f|) < liminf, o p(|fn]) < 0o =
f € L'. Observe that |f, — f| < 2|g|. By Fatou’s Lemma Prime,

0 = p(limsup | fn — f[) = limsup p([fn — f]).

This establishes that lim,, u(|f, — f|) =0, i.e., fn — f in L*(x). By the triangle inequality,

lu(fn) = p(H) = lu(fn = I
<u(lfn—fl) = 0.

O]

Note that the existence of g € L' such that |f,| < |g| for all n € N is necessary to apply dominated
convergence theorem. To see why, consider:

fn = X[n,2n]

Then, f, > 0 for all n € N, and lim,, f,, = 0. However, for \ the Lebesgue measure, for every n € N,
w(fn) = n. Hence,

A(fn) - )‘(hén fn)-

Lemma 4 (Scheffé’s Lemma). Suppose we have a sequence {f,, | n € N} C L'(S,%, u), f € LY(S,%, i)
and f, — f. Then,

fo Fin LNS.Sup) = Tim u(lful) = (L £). (48)
Proof. “=": Using the inequality, ||f.| — | f|| < |fn — fI:

(| fnl) = (D] = [ ful = D]
< (Il fnl = I£1D)
< u(lfn— f) = 0.

“<": Let gn = |fu| + |f] = |fn — f| for all n € N. Then, g, € (mX)* and g, € L'(S,%, ). By Fatou’s
lemma,

pu(liminf g,) < liminf u(gy).
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Hence,

plim inf ([ ol + [f] = [fo = f1)) < Tliminf(u(|fal) + u((f]) = p(fa = F1)

2171 201 1) ~lim sup, (| f— 1)
=2u([f1) < 2u((f1) = limsup(|fn — f])

= lim p(|fn = fI) = 0.

Remark that in (DOM) and (Scheffé), “f,, — f” can be replaced by “f, — f” a.e.

Next we discuss Radon-Nikodym (RIN) theorem.

Definition 29. Given a measure space (S,%, 1) and f € (mX)*, we define a measure f, on ¥ as follows:
for all A € X:

fu(4) = /A fdu = uixa - f). (49)

Proposition 21. f, is a measure.

Proof. Need to show the rules.

1. fu(0)=0.
2. Given a sequence of sets {4, | n € N} such that A4; N A; =0 for i # j,

fi (U An) = (foAn>
n=1 n=1 .
=pu (NIgnOOnz:l fXAn>

This shows that f is countably additive.

Proposition 22. For g € (mX)", (fu)(9) = u(f - g).

Proof. By definition, this holds for every x4 for all A € ¥. By linearity, we know that this holds for all
g € SF*. Next, for a general g € (mX)*, we take )g, € SFT for n € N such that g, 7 g. By MON:

(fu)(gn) T (fu)(g) and p(f - gn) T p(f - 9)-
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We then obtain:

(fi)l9) = Tm(fu)(gn) =limu(f -90) = u(f-9)-

(MON) (MON)
O
Proposition 23. Given f € (mX)", h € m¥, h € LY(S,%,f,) < f-h e LYS,Z,n). If h €
LY(S,%, fu) then (fu)(h) = u(fh)
Proof. h € L'(f,) = (J)(f¥) <00 <= u(fh¥) <00 <= u((fW)*) <00 <= fheLi(w). O

Theorem 18 (Radon-Nikodym Theorem). Let v and p be two measures on (S,3). We say that v is
absolutely continuous with respect p if for all A € ¥ u(A) = 0 = ~(A) = 0. If v is absolutely
continuous with respect to , then there exists an f € (mX)" such that v = f, i.e., for all A€ X,

v(A) = /A fdp. (50)

We call f the RN-Derivative of v with respect to u, denoted by f = Z—Z.

Assume that (2, F,P) is a probability space and X is a random variable. Let Lx be the law or
distribution of X. If Lx is absolutely continuous with respect to Apep then by the RN theorem, there
exists an fy € (mB(R))" such that Lx = fxALeb, i-e., fx is the RN-derivative of £x with respect to
ALeb- We call fy the probability density function of X. For example, X ~ N(u,c?) a random variable,
then:

1 (z—p)?
fX(x):We 207

If fx is the probability density function of X, then for all A € B(R),

P(X € A)=Lx(A) = /Afx(x)d:r. (51)

Then,

/QXdIP’:/RXdEX :/Rxfx(x)dx.

Definition 30 (Expectation). The expectation of X is

E [X] ::/XdIP’ (52)
Q
For A € F,
E[X;A]—E[XXA]—/XCI]P’.
A

Then, X € L}(Q, F,P) <= E[X|] < o0 <= E[X] € R. (MON) and (MON)’, (Fatou) and
(Fatou)’, (DOM), and (Scheffé) still apply in the setting of (Q, F,P). In fact, some of those results can
be strengthened. In other words, X,, — X a.s. can be replaced by X,, — X in probability.

Theorem 19 (pMON). Let X,,, X be random variables on (2, F,P). If X,, < X,41 and X,, — X in
probability and E [Xl_] < o00. Then,

E[X,] 1 E[X].
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Proof. Suppose X,, — X in probability. Then, I can find a subsequence X,,, — X as k — oo. Since
X, < Xp41 it turns out that I'll need X,, — X a.s. The result now follows from the regular (MON). [

Theorem 20 (pDOM). Suppose X,,, n € N, X are random wvariables on Q such that X,, — X in
probability. Assume that there exists a Y € LY(Q,F,P) such that |X,| < |Y| for all n > 1. Then,
Xn, X € LY(Q, F,P) and X,, — X in L*(P).

Proof. Since for all n > 1, | X,| < |Y| and X,, € L'(P). Then, since X,, — X in probability, there exists
a subsequence X,,, such that X,,, — X a.s. as k — oo. Hence,
|X| = lim |X,, | <|Y|= X cL'P).
k—o00

For a contradiction, assume that the statement does not hold. In other words, assume that X,, -» X in
LY(P). Then, E[|X,, — X|] » 0 a.s. as n — oo. Then, there exists a § > 0 and a subsequence {n;} such
that E [ Xy, — X|] > 4. Since X;, — X in probability, there is a subsequence {ny, } such that X, — X

a.s. as p — oo and [ Xy, [ — X in L'(P) (by the standard DCT). O

Theorem 21 (pScheffé). Let X,,, n € N, X be random variables on Q, X € LY(P) and X,, — X in
probability. Then, X, — X in L'(P) <= lim, 0 E[|X,]] = E[|X]].

Proof. Exercise. O

3.3 Review of L” Spaces
Definition 31 (pth Moment). For 1 < p < oo, we say that X € LP(Q, F,P) if |[X|P € L}(Q, F,P). If
X € LP(P), then E [X?] is the pth moment of X.

Facts about LP spaces.

1. LP is a vector space over R: i.e., if X,Y € LP, a,b € R, then a X + bY € LP.
. Given X € LP, || X||, := (E[|X[7))"/?.
(a) ||X||p is a norm. We have:
i ||-]lp>0and ||X]|l, =0 <= X =0 as.
ii. For all c € R, ||cX||, = |¢]||X]],-
ili. For all X,Y € LP, || X + Y|, < || X]||, + |||, (Minkowski’s Inequality).

3. Cauchy-Schwarz Inequality: if X,Y € L*(P), then XY € L*(P) and
E[XY]] < [[X][2[[Y]]2- (53)

4. Holder’s Inequality: assume 1 < p < oo, 1 < ¢ < oo such that % + % =1. If X € LP(P) and
Y € L'(P), then XY € L'(P) and:

[\)

E[XY]] < [1XT[pl[Ylg-

5. Monotonicity: if 1 <p < g < oo, then X € L' = X € LP. Hence, || X[, < || X]|,. This tells us
that LP spaces are nested.
6. L? is a Banach Space.
(a) (LP,||-||p) is a Banach Space.
(b) (L2 -|]2) is a Hilbert space with inner product (X,Y )y = E [XY].
7. If X,Y € L?(P) (we call this condition “if X and Y are square integrable”). Then, we can define
the variance of X and the covariance of X and Y as:
(a) Var(X):=E [(X —E[X])?] =E [X?] — (E[X])%
(b) Cov(X,Y) =E[(X —E[X])(Y —E[Y])] = E[XY] — E[X]E[Y]
By Cauchy-Schwarz, we have the following inequality:

ICov(X,Y)| < /Var(X)Var(Y) (54)
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3.4 Concentration Inequalities

Theorem 22 (Markov’s Inequality). Given (2, F,P) and a random variable X on Q. If g : R — [0, 00[
s a non-negative, increasing, Borel function, then for all ¢ € R:

Elg(@): X > _ E[g(X)

P> <=0 = 4

(55)

(assuming that g(c) # 0).

Proof. The first inequality follows from the monotonicity of integrals of non-negative functions. This is
because g(z) > g(c) since g is increasing:

Elg(X)] 2 E[g(X); X > ] > E[g(c); X = ] = g(c)P(X > ¢).
Re-arranging this gives the desired result. O

Theorem 23 (Chebychev’s Inequality). Given X € L*(P), for all ¢ > 0,
1
P(]X —E[X]]| > ¢) < 5 Var(X). (56)
c
o If X € LP(P) for some p > 1, then Vc > 0:
1 1
P(X]>c) < SE[XPP;|X]| > < —E[IX]].
cP cP
o If Xl € L1(P) for some o > 0, then for all ¢ > 0,
P(|X]|>¢) <e XE [ea‘X|; | X| > c} <e *E {ea‘xq

Essentially, better integrability will give us better decay.

Proposition 24. Given X,,,n € N, X € LP(P) forsomep > 1. If X;, — X in LP(P) i.e., lim,, o E[| X,, — X|P] =
0. Then, X,, — X in probability.

Proof. The proof follows directly from Markov’s Inequality,.

1
Ve > 0 B(IX, — X| > €) € SE[|X, - XJP] > 0 as n = oc,

1. Convergence in LP = convergence in probability.
2. Convergence almost surely = convergence in probability.
3. Convergence in LP # convergence almost surely
4. Convergence almost surely = Convergence in LP

Example 13. Take ([0, 1], B(]0,1]), Areb). Set:
Xp = X]O,l/n[nZ/p

for n > 1. Then, X,, — 0 pointwise almost surely. But:
2 1
| Xp|PdN =n"—=n —
10,1] n

which shows that X,, - 0 in LP.
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Example 14. Take again ([0, 1], B([0,1]), Areb). For k € N. and j = 1,2, ..., k, set

Re-order the ¢;’s in lexographical order:

p11 = X1
P21 = Xg 29 := X3
w31 1= X4 p32 := X5 33 := X

and re-name them X, Xo,.... For all n > 1, 31 k,, j, such that X;,, = ¢y, ;,. For all n > 1, there exists
one ky, j, such that X,, = ¢y, ;. . For every p > 1,

1
E[\Xn|p]:k——>0asn—>oo:>Xn—>Oian(]P’).

However, for all z € [0, 1], for all k > 1, there exists j = 1,...,k such that ¢, (z) = 1. Hence, X,(z) =1
for infinitely many n. This implies that P (X,, = 1 i.0.) = 1 which tells us that X,, - 0 almost surely.

Theorem 24 (Jensen’s Inequality). If X € LY(P) and if o : R — R is conver and ¢(x) € L'(P), then:
p(E[X]) < E[p(X)] (57)

Proof. The proof relies on using a convenient fact about convex functions: if ¢ is convex, then for all
x € R, there exists a line [ passing through (x,¢(x)) and [ lies entirely below the graph of ¢. This
line is called the supporting line at (z,¢(x)). Assume that y = ax + § is the supporting line at
(E[X],¢(E[X]). So I know that everywhere, it’s true that:

p(E[X]) = aE[X] + 8 < p(x).
By integrability and monotonicity, this implies that:
P(E[X]) < Efp(X)],
which is what we wanted to show. O

As a corollary, we obtain the following helpful inequalities:

o If E[|X|P] < oo for some p > 1 then,
(E[X)" <E[X].

o If E[e*] < oo for some a € R, then

eoz]E[X} <F [eaX]

o If E[XT] < oo, then

Here, ¢ = max{0,x}.
o If E[X 7] < o0, then

Here, ¢ = max{0, —x}.
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Theorem 25. Suppose X is an R-valued random variable on a probability space (Q, F,P) with distribution
Lx and f: R — R a Borel function. Then,

f(z) e LYQ, F,P) < fec LYR,BR),Lx) (58)

In this case,

E[f(z)] = /R fdLx (%), (59)

Proof. We'll use the Monotone Class Theorem. First, assume that f is bounded and Borel f € bB(R)
(and hence f € L'(Lx), f(x) € L*(P)). Set:

H :={f € bB(R) | (*) holds for f}.
We need to check that H is a monotone class.

1. H is clearly a vector space over R (because of linearity).
2. 1 € H also clear.
3. If f, € H, fr, >0, and f, T f € bB(R), then f will satisfy (%) because of (MON) or (DOM).

Moreover, for all A € B(R), x4 is in H. By the monotone class theorem, b3(R) C H which implies that
bB(R) = H. Hence, () holds for all bounded Borel functions.

Now, for general Borel functions f, set fx := fxy <k} for all k& € N. For sure, we know that |fg| T |f|
and fr — f as k — oo. By Montone convergence theorem,

E(f(@)] = Jim E(fuo)] = Jim [ [fdcx = [ Ifldcs.

" k—o0
()

Hence, f(x) € L}(P) <= f € L'(Lx). Now we can show it for general f by using DOM with dominating
function |f|:

B(f@)) = im = tim [ fidcx = [ facx.
R (pom)” &

Some remarks on the proof and this theorem:

1. It’s clear from the proof that (x) holds for f € (mB(R))™.

2. If Lx << Apeb, (i.e., Lx << dz), and the probability density function is given by fx. Then, for
every Borel function g € mB(R), g(z) € LY(P) <= g€ LY(Lx) <= g fx € L'(ALep). In this
case,

E[g(X)] = /R gdLx = /]R g(z)Lx (z)dx.

Theorem 26. Given (2, F,P) a probability space. Let X and Y be two independent random variables on
Q. Then, for every W € LY(P) N mo(X) and Z € LY(P) Nmo(Y). Then,

W-ZecL'(P) and E WZ] = E[W]E[Z]. (60)

(*

~

Before the proof, we need a Lemma.
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Lemma 5. Assume f(X) € LY(P) and B € B(R). Then,

E[f(X);Y € Bl = E[f(X)]P(Y € B).

—
(+2)

In this case, g = x5,

Proof. Set H = {f € bB(R) | (xx) holds for f}. First check that H is a monotone class. We need to check
these three things:

1. H is a vector space over R.
2. 1 € H is obvious.
I foeH, [n>0,funt fEBBR)=f € H.

H is a monotone class v'. Now, for all A € B(R), set f = xa. Then,

Exa(X):;YeB|=P(Xe€AYeB)
=P(X € A)P(Y € B) (by independence).
=E[a(X)]P(Y € B).
This shows that x4 € H and hence by the Monotone class theorem, b3(R) = H. Net, for a general f €

mB(R) such that f(z) € L'(P). Set fi := fxqfj<k}- Then, fr(x) — f(x) as k — oo and |fi(2)| < |f(x)].
Hence,

E[f(z);Y € B] = Jim E[f(X);Y € B]\:,_,kli_)m E[fi(X)P(Y € B) =
(DOM) > () > (MON)

E[f(X)|P(Y € B).

Which proves the lemma. O

Proof. The theorem is equivalent to proving that for every f,g € mB(R) such that f(X),g(Y) € L'(P)
we must have that f(X),g(Y) € LY(P) and E[f(X)g(Y)] = E[f(X)]E[g(Y)].

By the lemma, we know that (x) holds for ¢ = xp (we call these root functions) for all b € B(R).
Exercise: set G := {g € bB(R) | (%) holds for g}. Complete the proof by following similar steps as
above. O

Corrolary 2. If X and Y are independent random variables and X,Y € L'(P). Then, the covariance
of X and Y, denoted Cov(X,Y) exists and Cov(X,Y) = 0.

3.5 Uniform Integrability

Proposition 25. Let X be a random variable on (€2, F,P). Then,

X e L}YP) < lim E[X|;|X|>M]=0
M—o0

Proof. “«<”: Choose M sufficiently large such that E[|.X|;|X| > M] < 1. Since |X| is non-negative, we
can apply linearity:
E[IX]] = E[X]; [X] < M+ E[[X[;[X] > M]
<M+1
< oo = X € LY(P).
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“=7: Since X € L'(P), E[|X|] < oco. Using (DOM) or (MON), we get

oo > E[|X]]
= lim E[IX];|X| < M]
:A}gn E[IX[] - E[X]; |X| 2 M)

—E[|X]) - lim E[X:X] > M].
M—o0

This implies that limys—o0 E[| X ;| X| > M] = 0, which is what we wanted to show. O

Definition 32. Let {X,, | n € N} be a sequence of random variables on a probability space (2, F,P).
Then, {X,,} is uniformly integrable if

lim SupEHX ;| X0 > M] =0. (61)

M—o0 neN

i.e., for all € > 0, there exists a M > 0 such that E[|X,,[;|X,| > M] < ¢ for all n € N. In other words,
the concentration of X,, happens in a uniform way in N.

Proposition 26. (Helpful Properties about Uniform Integrability)
1. If {X,,} is uniformly integrable, then {X,} is bounded in L!(PP). In other words,

sngHXnH < oo (62)

2. If {X,,} is bounded in L!(P) for some p > 1, then {X,,| n € N} is uniformly integrable.
(a) We have: LP boundedness for p > 1 = uniform integrability = L' boundedness.

Proof. Let’s prove (2). Assume that {X,, | n € N} is bounded in L! for some p > 1. Then, for all M > 0,

IXFI

[[XHX|>M]<IE\X\ | Xn| > M

E[X,]P
[| X7 "] Y
Taking the sup of both sides,

1
sup E[| X, ];|Xn| > M] < ——supE[|X,|] = 0as M — oc.
neN Mp=t o,

This proves that {X,,} is uniformly integrable.

Let’s prove (1). Assume that {X,,} is uniformly integrable. Choose M > 0 large such that,

SUPEHXH|§ |Xn’ > M] <1
neN

Break this up exactly as was done in a previous proof:

wMWW%WHWM&KMHMWM&QMD
neN

SM+1

< Q.

This shows that {X,} is bounded in L!(P). O
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Proposition 27. Given a sequence {X,}, X random variables on (£, F,P). Then, the following state-
ments are equivalent:

1. X, € LY(P) for alln € N, X € L(P) and X,, — X in L'(P).
2. The sequence {X,, | n € N} is uniformly integrable and X,, — X in probability.

What this proposition tells us is that what’s missing between convergence in probability and conver-
gence in L' is uniform integrability.

Proof. “(1) = (2)”: Assume that everything is integrable: X, € L'(P), X € L'(P), and X,, — X in
L'(P). Obviously, X,, — X in probability. We need to show that {X,,} is uniformly integrable. So, we
go back to the definition. Note that the definition has nothing to do with the X, so the only technique
we can do is to force an X to appear and bound the pieces. We have that for all M > 0:
B[ Xnl; | Xn| =2 M] S E[|Xn — X[; | Xn| =2 M]+ E[|X]; | Xn| > M]

<E[X = X[+ [IX];[X] < VM and | X,| > M| +E [|X];|X| > VM and | X,| > M]|

—_——
(A)

(B2) (B2)

1. lim, 00 (A) = 0 by assumption since X,, — X in L.
2. We can bound (B1) using Markov’s Inequality:
E ||X]5]X| < VM and [X,| > M| < VAP (X| < M; X, | > M)
<VMP(|X,| > M)

7 E 1 Xnl]
<VM——m
- M
supE[|X,|] — 0 as M — oo because X,, — X in LP1.
neN

3. We can bound (B2) as follows:
E[|X];|X| > VM and | X,| > M] <E {|X|; 1X| > \/M} 5 0as M — oo beoz X € LL(P).

For all € > 0, choose N > 0 large enough such that for all n > N, (A) <
such that (B1) < § and (B2) < § and

5. Then, choose M > 0 large

E(1X]:1%;] > M] <e,
for all j =1,2,...,N — 1. Combining all of this together,

supE[|X,.J: [ X, > M] <,
neN

which shows that {X,,} is uniformly integrable.

(2) = (1): Now assume that {X,} is uniformly integrable. Then, X, € L' for all n € N. Let
A :=sup, E[|X,|]] < oo. Since X,, — X in probability, there exists a sub sequence X,, — X almost
surely as kK — oo. By Fatou’s Lemma,

E [|X]) < liminf B [| X, [] € A <00 = X € L.

To show L' convergence, we’ll need a lemma.
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Lemma 6. If {X,,} is uniformly integrable and if X € L', then {X,, — X | n € N} is uniformly integrable.

Proof. For all M > 0, we can bound:

=1

M
{10 - X1~ X| 2 M) S E (1l + X510 2 3 or X125

M M M M
<E[1Xh Xl 2 5| +B [1x51x1 2 ] +B [pakix > 2+ i) 2 X

(A1) (A2) (A3) (A4)
We can bound (A1) - (A4) as follows:

1. (Al): sup,,(Al) — 0 as M — oo since {X,,} is uniformly integrable.
2. (A2): (A2) — 0 as M — 0 since X € L.
3. (A3): We will bound this using Markov’s inequality:

M I M M
E [yxn\; 1X| > 2] =E || Xn|; | Xn| > VM and |X]| > 2} +E [\Xn|; [Xa] < VM and |X| > o

< & [ 1] > VAT] + VTR (1] 2 3

I 2E || X
< (X[ 10 2 VAT + VAT g s s o

4. (A4): exactly the same. Exercise: prove that lims_,~ sup,,(4,) = 0.
This shows that {X,, — X | n € N} is uniformly integrable. O

Now we are ready to go back to the proof of the theorem. Assume that {X,| n € N} is uniformly
integrable and X,, — X in probability. Then, {X,, — X} is uniformly integrable. We want to show that
X, — X in L'. For all M > 0 and for all ¢ > 0:

E[|Xn — X[ = E[|X,, — X[;| X, = X[ > M]+ E[|X,, — X[;¢ < [X,, = X[ < M]+E[|X,, — X[;|X,, — X[ < ¢]

(B1) (B2) (B3)

Again, bound (B1)-(B3):

1. (B1): Since {X,, — X|n € N} is uniformly integrable, we can take M sufficiently large such that
sup,(B1l) < e.
2. (B2): We can bound:

E[| X, — X|;e <|X, - X|<M] < MP(|X, — X|>¢) = 0asn— .
3. (B3): Already done < ¢.
Therefore, E[|X,, — X|] can be made arbitrarily small for all sufficiently large n. O

Hence, we have an equivalence: convergence in probability and uniform integrability <= L' conver-
gence.
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4 Laws of Large Numbers (LLN)

4.1 Terminology

Given a sequence of random variables {X,, | n € N} on (2, F,P). For all n > 1, set:

Sp 1= Zn:Xj.
j=1

We say that LLIN holds for {X,,} if:
1. in the classical setting (assuming E [X,,]) exists if:

Sp — E[Sy]

- — 0. (63)

Depending on the nature of the convergence above, this is either a weak law of large numbers or a
strong law of large numbers:

(a) if the convergence is in probability, then it’s a Weak Law of Large Numbers.
(b) if the convergence is almost surely, then it’s a Strong Law of Large Numbers.

2. in the general setting: if there exists a sequence {a, | n € N} C R, {b, | n € N} with b, T co such
that:

S, — an
by

— 0. (64)
As in the classical setting, depending on the nature of the convergence, this is either a WLLN (if
the convergence is in probability) or a SLLN (if the convergence is almost surely).

To establish a WLLN/SLLN, we in general need two types of conditions.

1. Conditions on integrability.

2. Conditions on joint distributions.

Theorem 27 (WLLN 1 (Chebychev)). Let {X,,} be a sequence of random variables on (Q, F,P) such
that {X,} is bounded in L*(P) i.e.: A := sup, E[X?| < oo and {X, | n € N} is uncorrelated, i.e.,
Cov(X;, X;) =0 fori+#j . Then, WLLN holds for {X,} i.e.,

Sn —E[Sy]

- —0 (65)

i probability.
Proof. WLOG, we can assume that E [X,] = 0 for all n € N. Otherwise, replace X,, by X,, — E[X,]. So,
in this case: E[X;X;] =0 for all i # j. Hence,

2

Si=E DX ] | =2 EXiXj] = ) E[X] <An
j=1 ij=1 (x) =1

The uncorrelation in the step (x) is critical. Hence, we get

E [S2] = O(n) = o(n?). (66)
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When proving laws of large numbers, we're always after something like (66)! The rest follows from
Chebychev / Markov: for all € > 0,

"

Hence, = — 0 in probability. O

Sn

n

E [S2] An
>e )< —5 Sﬁ—)()asn—)oo.
ne ne

In fact, under exactly the same assumptions, we can have the Strong Law of Large Numbers.

Theorem 28 (SLLN 1 (Raychman)). Under the same assumptions as WWLN 1: bounded in L?(P) and
uncorrelated, SSLN holds for {X,}, i.e.,

S, —EI[S
Sn = E [Sn] — 0 a.s. (67)
n
Proof. Again, we can assume that all the expectations are zero: E[X,] = 0 for all n € N. From the

previous proof, we know that for all € > 0:

p(|%
n e“n

A
>6> < - forallneN. (68)

Since we want to use Borelli-Cantelli to get almost sure convergence, we need summability, so we have:

> < A
6 [
~ g2p?

n2

p(s

n

By (BC1), for all € > 0,
Sp2

n2

"

Now we need to control the fluctuations. For n > 1:

>€i.o> —0= 5 _gas (E1)

n2

(n+1)2-1
Dy, = Sy — 82| = D? = S, — S L% < S, — S .2,
n nQSIQ?f—f-l)J k n?| n n2§l?§(l7)1(+1)2’ k n2|” < Z ’ k n2’
~~ k:n2+1
largest fluctuation
So,

(n+1)°—1

E[D;]< > E[S -8/
k=n2+1
(n+1)2—1

= Y E[[ Xz + Xpepo + o+ X

k=n2+1
(n+1)2-1 k

-3 (2w

k=n2+1 \ j=n2+1 A
< AO(n?)
< Cn?,
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where C' is some constant. By Chebychev/Markov’s inequality, for all ¢ > 0:

D E[D2] (n? C
P — >e ) < < = 5 5°
n n

2pd T 2pd ¢
By (BC1),
D D
P<§>si.o.) =0= — —0as. (E2)
n n

Both (E1) and (E2) have probability 1. For all w such that (E1) and (E2) occur at w, we have the
following: for all k£ > 1, there exists a unique n; such that nz <k<(ng+ 1)2 and ng T oo as k — oo,
with:

sk@‘ _ 15k = Sigl 1504

k - n% n,%
D Spz (W)
< n’“z(w) + n’“z —0as k — co.
ny ny

Hence, (E1)N(E2) C {S—; — O}. Therefore, by the monotonicity of probability, % — 0 almost surely. [J

4.2 More Preparation

We would like to establish LLNs without assumptions on the second moment. In this case, Chebyvhev et
al will fail. So, we have to do truncations.

Definition 33 (Equivalent Sequences). Assume that {X,, | n € N} and {Y,, | n € N} are two sequences
of random variables on (€2, F,P). We say that two sequences are equivalent if

i]P’(Xn #Y,) < oo.
n=1

Note that if {X,,} and {Y;,} are equivalent, then by (BC1),
P (X, # Y, i0.) = 0.

Pointwise, this means that for almost every w € €2, there exists an NV, > 0 such that X,,(w) = Y, (w) for
all n > N,,. In this case:

1. > (X, —Y,) converges almost surely.
2. For all {b, | € N} C R" such that b, 1 oo,

1 n
0 Z(Xj -Y;) = 0as.

If {X;, [ n € N} and {Y,, | n € N} are equivalent, then set S, := > | X; and T;, := >°7_ | Vj. Take a
sequence of real numbers {b,, | n € N} C R with b,, T co. Then,

1
lim —(S, —T,) =0 as. (69)

n—oo n

Theorem 29 (WLLN 2). Let {X,,} be a sequence of random variables on Q0 such that the X, ’s are
identically distributed and pairwise independent and E[X1] = m € R ie. X,, € L'(P) for all n € N.
Then, WLLN holds for the sequence, i.e.:

Sn,

i probability.
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Proof. We cannot talk about the variance, since the second moment may not exist. So, we need to
truncate the sequence: For all n € N, set

X, if|X.|<n

. (71)
0 otherwise.

Yo i= X{|Xal<n} - Xn = {

Now, Y;, € L?(P) and {Y,, | n € N} are pairwise independent = the Y;, are uncorrelated. For all n € N,
set:

n
T,:=>Y;
j=1

We want to first show that WLLN holds for {Y;, | n € N}.

Var[T},] = E [(T,, — E [T,,])?]

= ZE [(Y; —E [Y]])2] (because the covariance is zero for i # j

J=1
n

<Y E[Y}]

j=1
The goal is to show that > 7 | E [YJQ] is o(n?). Let’s see some approaches that will fail:
1. Try:
n
SE[) <35 - 00r).
3=1 7=1

This one is not good enough.
2. Try:

DENF <) GENF] <) JEIN)=E[X]Y_j=O0®?).

This is better, but still not good enough.

We are not there yet. In particular, we are not using in the second inequality that all of the X;’s are
integrable, so we know that the tails are shrinking. This is how we’re supposed to use that.

D B[] =) E[XFIX| <]
j=1 j=1
\/ﬁ n n
=Y E[XHIXI<jl+ Y EXZIXI<Val+ ) E[XFvia<|Xj <]
J=1 j=vn+1 j=vn+1
(A1) (A2) (A3)




Math 587: Advanced Probability Fall 2021 Page 47

To bound (A1)-(A3):

B

(A1) < ) JE[X1]] = O(n) = o(n?).

<.
Il
-

(42 < Y VAE[IXi]) = O(n*2) = o(n?).

J=vn+1
n n
(43) < > JE[XEIXGI> Va] =E[IXl 1 Xa = Va] [ D 5] =o(n?)
j=vntl —0 as n—o0 j=vntl
O(n?)
Therefore Var[T},] = o(n?). By Chebychev’s inequality, for all ¢ > 0:
T, —EI[T,
]P’((nw>a> — 0 as n — oo.
n
Hence,
T, —-EI[T, : -
A — 0 in probability.
n
Now, we need to T'T}, to show the desired result:
S ’ S, —nm
I e G
n n
< Sy — T T Tn, — E[Th] | T |E[T5]) — nm|
n n n
(B1) (B2) (B3)

Claim: X,, and Y,, are equivalent. The proof follows from the result from Homework 3.
o0 (o9} oo
Y P(Xn#Y,) =) P(Xp>n)=) P(IX1| >n)<oo
n=1 n=1 n=1

because E[|X1|] < oco. Since X,, and Y, are equivalent, (B1) — 0 almost surely and (B2) — 0 in
probability as proven. All we need to do is work on (B3):

(B3) =~ Z(E Y] - E[%,)
:% zn:E[Yj—Xj]
- iEanHXjr >
< ijzi;wxjmxj >

1 n
= EZEHXIMXI‘ > j].
=1
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Now, if {a, | n € N} C R such that lim,_,~ a, = 0, then %Z?:l a; — 0 as n — oo. To see this, for all
€ > 0, there exists an N > 0 such that |a,| < e for all n € N:

n

1< 1 Y 1
EZ“J’ S;Z!%’H; > lagl,
=1 =1

j=N+1
—_— —
—0 <e

which can be made arbitrarily small when n is large. Since X7 € L'(P), lim,, oo E[|X1];|X1| > n] =0 =
%Z?ZIE [|X1];1X1] > j] — 0 as n — oco. Thus, (B3) — 0 as n — oo. Therefore,
S
‘n — m‘ — 0
n
in probability. O

Theorem 30 (WLLN 3 (Kolmogorov & Feller)). Let X,, be a sequence of pairwise independent random
variables on Q). Assume that there exists a sequence {b, | n € N} with b, T 0o such that:

1. 375 P(1X;] > bn) = 0 as n — oo.

2. éE;‘LﬂE Xf\XﬂSbn — 0 as n — oco.

Then, WLLN holds in the general setting for X, i.e., if

then S"bi;“" — 0 in probability.

Proof. This is HW 4 Problem 2. Here’s a hint: For alln > 1,V j =1,...,n, set

X; if X5 < by

Yo = X(x;1<603 X5 = {0 otherwise

T, —E[Ty]

Set T}, = Z?Zl Yp,j. First prove that ——-

— 0 in probability. O

Lemma 7 (Kronecker’s Lemma). Let {z} | k € N} CR, {aj | k € N} CR" with a; 1 co. Then,

00 - 1 n

E i converges = — E T — 0 as n — oo.
an an %

n=1 j=1

Proof. Do later. O

Lemma 8 (Kolmogorov’s Inequality). Let X, be a sequence of independent random variables with
E[X,] =0 and E [X?2] < oo for all n € N. Then,

1 2
P <1Iélj'aé(n |Sn| > 5> < g—QE [S7] (72)



Math 587: Advanced Probability Fall 2021 Page 49

Proof. Write A := {maxi<j<y, |S;j| > e}. Then,
— U Aj
j=1

where A; = {|S;| < eforall 1 <i <j—1,|5;| > ¢e}. In words, A; means the first time that |S,| goes
above € happens at n = j. The A;’s are disjoint. Now,

E[S2] > E [S2; A]

= E[S2; A

j=1
= ZE [(Sn = Sj +55)% Aj]
—ZE (S, — Sj) +2ZE Si)Sixa,] +> E[SF; Al
zZE[sf A

j=1
> P(4))

j=1

=cP(A4).
This proves that
1 2
— < —
P(A) =P (lrila<x S| > 8) < 52E EH

O]

Theorem 31. If {Y,, | n € N} is a sequence of independent random wvariables and E[Y,] = 0 and
S EYV?] < oo . Then, Y00, Y, converges almost surely. That is, if

n
T, =YY, (73)
j=1
then lim, oo 11, exists in R almost surely.

Proof. We’ll use Kolmogorov’s Inequality. Fix N > 0, and apply Kolmogorov’s inequality to the sequence
starting from N: {Yn,; | j € N}. Set:

m
K,, = ZY]\H_J' for m € N.
j=1

By Kolmogorov’s Inequality, for all € > 0,

1 1 —
P (s 1K1 > ¢) < SE (2] = 5 S B R
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Notice that maxi<j<n [Kj| T sup;>; |Kj|. So, we will use the continuity of probability to change the sup
from the max, and apply the bounds above. So, for all £ > 0,

P (sup|Kj > s) = lim ]P’(rnax K| > E>
j>1 n—00 1<j<n

1 o0
<3 Z; E [Yy.,]
=

1 [o.@]
_ 2
== 2 E[]
j=N+1
this goes to zero as N — oo by the second integrability condition. Thus, set:

ZYk.

k=N+1

Wy (= sup
n>N+1

Then, for all e > 0, P (W), >¢) — 0 as N — oco. Next set:

Wy = sup Y.l.

n'>n>N+1

k=n

[T =Tl
By the triangle inequality W}, < 2Wy. Therefore,
Wy — 0 in probability. (74)

Since W}, is decreasing in N, we have a monotonic sequence converging in probability which means that
it converges almost surely. That is {7, | n € N} is a Cauchy sequence almost surely. Hence,

lim T}, exists in R almost surely.
n—o0

O]

Theorem 32 (SLLN2 (Kolmogorov)). Let {X,, | n € N} be a sequence of independent random variables
with E [X2] < oo for all n € N and if there exists a sequence {b, | n € N} CRT with b, 1 0o such that

> Var[X,,]
Z B2 < o0

n=1

Then, the SLLN holds in the sense that:

Sn —E[Sy]

; — 0 almost surely. (75)

Before the proof, we remark that if Var[X,,] is bounded in n, then we could take b, to be n, which
reduces us to (SLLN 1).

Proof. Set Y, = %H[X"] for all n € N. Then, {Y,, | n € N} is independent and E[Y,] = 0 and

Yoo E [Ynz] =3, %f"] < 00. By the previous theorem, this tells us that

o0 oo

& X, —E[X,)]
N P

n=1
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converges almost surely. By Kronecker’s Lemma,

n—oo

1 n
lim 0 Z(Xj — E[X;]) = 0 almost surely.

Theorem 33 (SLLN 3 (Kolmogorov)). Let {X,} be a sequence of iid random variables. Then,

1. If E]|X1]] < oo, then,
Sn
— — E[X4] almost surely.
n

2. IfE[|X1]|] = oo then:

S,
lim sup M = oo almost surely
n—00 n

Proof. (ii) Assume that E[|X1|] = co. Then, for all A > 0,

-

Then, by the homework, this implies that:

=Y P(|X1] > An) =

n=1

= Z P (| X,| > An) = co (by the iid condition)

n=1

Since the X,,’s are independent, by (BC2), we can conclude that P (|.X,,| > An i.0.) = 1. We have:

{1 Xn| > An} = {[Sn — Sn—1l}
An An
C i il
_{\sn\> ; }u{sn_ly> 2}

C {|Sn| > ?n} U {Snll > g(n— 1)}

Since we matched the indices, this means that

A
= {|X,| > Anio. } C {|Sn| > 5n i.o.}

P ('5' .4 )
n 2

[Sn

n n

almost surely.
(i). Assume that E[|X;|] < co. Truncate the X,,:

Yn = XnX{\Xn\Sn}

Hence, limsup,, ,., == > g almost surely. Since A is arbitrary, this means that limsup,,_, . 15n]

(76)

(77)

(78)

=0
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Let’s check that they are equivalent:

Y P(Xn#Y,) =) P(IXu|>n)=> P(IX1|>n) < oo
n=1 n=1

n=1

because E[|X|] < oco. This shows that {Y,} is equivalent to {X,}. {Y,} is also independent, and
E [Y,f] < oo. Now bound:

iVarY

n=1 n=

1
2 E [ X2 | Xn| < n

=2
n2

n2

<Z ZE|X|2 —1<|X,] < 4]

=Z;ZE[IX1IQ;jf1s|X1ISj]
ZZ E[|X1[%5 -1 <X < 4]
=1 n=

o0
= 3C >0 s.t. <Cz [1X1%5 — 1< |Xq] <]

Jj= 19
1

<CY GE[Xa];j— 1< |X] <]
— ]
J

= CE[|X4]]

< 00.

Hence, EOO Varl¥a] — oo. Since the Y,’s are independent, the (SLLN) holds for the Y, i.e., if T,, =

n2

>_j=1Yj, then by SSLN 2,

T, —E|[T,
ni[n] — 0 almost surely

Now we do the same thing we did last time we truncated.

‘Sn_E[SnH < ‘Sn_Tn’ + |Tn_E[Tn]| + |E[Tn]_E[SnH
n n n n

The first term in the bound will go to 0 almost surely because {Y,,} and {X,,} are equivalent. The second
term we just proved goes to 0 almost surely. For the third term,

’E [Tn] —E [Sn] |

n

1< .
< EZEHX;‘\; 1 X5 > J]
j=1
1< :
= QZEHXH; [ X1] > J].
j=1

This will tend to zero, since E[|X1];|X1| >n] — 0 as n — oo. Combining all of this, this shows that

%" — E[X;] almost surely. O
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Theorem 34 (SLLN 4). Let {X,, | n € N} be a sequence of independent random variables and assume

that E[|X,|] < oo for all n € N. Assume that there exists a function ¢ : R — R* continuous, even, such

that @ is increasing on |0, 00[ and % is decreasing on ]0,00[, and there exists a sequence {b,} C RT

with by, T oo such that:

o0
E [p(X
Z [p(Xn)] < oo.
ne1 ¢(bn)
Then,
= X, — E[X,)
n=1 bn
Sn—E[Sn]
converges almost surely and hence === — 0 almost surely.

Proof. Homework. Ol

Theorem 35 (Weierstrass Theorem). Let f : [0,1] — R be a continuous function. For every n € N,
define:

—~ [k
k=0
for z € [0,1]. pn(x) is called the Bernstein Polynomial Associated with f. Then,

lim sup |pn(z) — f(z)| = 0. (80)

n=90 zel0,1]
In other words, f is uniformly approzimated by Bernstein’s Polynomaials.

Proof. First let’s establish pointwise convergence. The convergence at the end points is trivial:

1. limy, 00 pr(0) = £(0).
2. limy, 00 pn(1) = f(1).

Fix an x €]0,1[. Consider the following sequence of iid Bernoulli random variables {X,, | n € N} on
(Q, F,P) such that P(X1 =1) =z and P(X; =0) =1 — . If S, =377, X, then

P (S, = k) = (Z) 2 (1 — z)"*,
Hence, taking the expected value, we get:
B[ ()] =30 (B) B (50 = k) = pule)
" = 2 n = = Pn\T).
k=0
Since f is continuous, we know that by the SLLN (or could use WLLN),

S —zas =f <Sn> — f(z) a.s
n n

Now use the Dominated Convergence Theorem (which we can use since f is continuous on [0, 1] and so

it’s bounded on [0, 1]. Hence,
g7 ()] - s (s1)
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Hence, for all = € [0, 1], we have lim,_,~ pn(x) = f(x) i.e., we've established pointwise convergence. Now
note that f is uniformly continuous on [0, 1]. Hence,

Ve>0,36>0 st. j[x—y|<d=|f(x)— fly)] <e.

(3o
(3]
(3o}

(A2) is automatically less than € by the uniform continuity of f on [0, 1]. For (A1) we do the same trick
as before:

Hence,

[pn(z) — f(2)]

3

e

<

E - f(
E — f(

i
T

8- eal () o

(A1) (A2)

(A1) < 2MP (’S" - x’ > 5>
n

where M = sup,¢[9,1)- By Chebychev, we can bound this as:

2MVar[2]  2MVar[S,,] nz(l — x)
M le[l(fl] [f(z)] < 52 n252 M n252

This quantity goes to 0 as n — oo. Hence, we can conclude:

sup. |pu (@) — £(@)] < xg ( sup (1 —w)> +e

z€[0,1] né? z€[0,1]

< —
~ 2nd2

which again can be made arbitrarily small when n is sufficiently large. Hence,

lim sup |[pn(z)— f(z)| = 0.

=00 1e0,1]

O]

Example 15. Let {X,, | n € N} be a sequence of random variables on a probability space (€2, F,P) such
that:

P(X;=1)=pand P(X; =0)=1-p,

for p €]0,1]. Next, define a random variable 7" : Q — [0, 1] as follows:

Tw) =" Xn(w)

271

n=1

Denote by p, the distribution of T', i.e., u, is a probability measure on ([0, 1], B([0,1])). Denote by F),
the distribution function of T

Claim: F), is continuous on R, i.e., the map p,({z}) = 0 for all ¢ € [0,1]. Set @ to be the set of
Dyadic rationals:

Q={m2" | neNm=0,..,2"}. (82)

There are two cases:
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1. c€ Q and T = ¢ for every w € {T'(w) = ¢}, then either:

(a) Xp(w) =1 for all but finitely many n.
(b) X, (w) =0 for all but finitely many n.

But, P ( either of the above events happen) = 0 because lim,,_,(pV(1—p))™ = 0. Hence, P (T = ¢) =
0 which shows that p,({c}) = 0.
2. Suppose c is not a dyadic rational. Then, for a given n € N, 3; m € {0, ..., 2"} such that:

(m—1)27"<c<m2™".
Hence,
{T=c} C{weQ| Xi(w) =&,.... Xn(w) =&},
for a unique (&1, ...,&,) € {0,1}™. Hence,
P(T=c¢c)<(pV(l—p)"—=0asn— oc.

Hence, p1,({c}) = 0 which shows that F), is continuous.
(Do the rest of this example later).

Theorem 36 (Levy’s Equivalence Theorem). Let {X,, | n € N} be a sequence of independent random
variables. Then, S, — S in probability for some random variable S <= S, — S almost surly.

Proof. The “<” direction is trivial, so all we need to do is the “=" direction. Assume that S, — S in
probability. Then, for all € > 0, there exists an N > 0 such that for all n > N,

P(lSn =51 >¢/2) <

O™

Hence, by the triangle inequality for probabilities, for all m,n > N,
P(|Sm — Sn| >¢) <P(|Sn =S| >¢/2) +P(|Sm — S| >¢/2) <e.
Hence, {S,, | n € N} is a Cauchy Sequence in the sense of probability. Now assume that m > n. Then,
e >P(|Sm — Sn| > ¢)

> P <|Sm — Spl > e, max |Sg — Sy| > 28)
n<k<m

m
= > P(!Sm—sn >¢e, max |S; — S| < 2, ysk—sny>2g>
k=n+1 nsjsk-l

We want to make use of independence, but the indices overlap. So we need a smaller event. Hence,

m
> kz;rlIP’ <\Sm — Skl > ¢, ngjgai(q |S; — Sn| < 2e, |Sk — Sn| > 25)
=n

= ZP(|Sm — Sk‘ < €)P < max ‘Sj — Sn| < 2¢, ‘Sk — Sn| > 26)
Pt n<j<k+1

>(1—¢e)P S: — Sp| < 26,5k — S 2
> (1= 9P (| max 15, - Sul < 26,15~ 5,] > )

=(1—-¢)P (ntgnkagxm |Sk — S| > 25) .
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Re-arranging, this gives us:
€ €
— < — — <
P <nn<1z<au>7§1 |Sk — Sn| > 26> <7 P (21§E|Sk Sn| > 25) S (83)
= sup |Sk — Sn| — 0 in probability. (84)

k>n

Following the same proof as in the case of a previous theorem, we can then conclude that 5, is a Cauchy

Sequence almost surely. Hence, S, — S almost surely.

5 Product Space

O]

Let (S1,%1) and (S2, X2) be two measurable spaces. Define S = Sy x Sy = {s = (s1,52) | 8; € S;,i = 1,2}.

Define the product sigma algebra as:

V=21 ® 9 IZO'({Bl X By ’ BiGEi,i:1,2}).

Here, By x Bs. are rectangles. This set of rectangles is a generating m-system. For ¢ = 1,2, p; : S — .5;
is the coordinate map, p;(s1, s2) = s; for all (s1,s2) € S. This reduces the dimension. Some remarks:

1. pi: S —S;is ¥\ ¥;-measurable. In other words, one has:
V By € %1, (B1) = By x Sy € .
and,

V By € X9, 1(By) = 8) x By € 3.

2. ¥ = o(p1, p2) the product sigma algebra is the smallest sigma-algebra with respect to which p; and
po are measurable. To quickly see this, note that LHS O RHS, as seen in the remark above. For the
other inclusion, we need to show that all the elements of the generating sigma-algebra are in RHS.

For all B, € ¥;, i =1,2,
By x By = py '(B1) N p; ' (Ba) € o(p1, pa)-
This is what we wanted to show.

Lemma 9. If f: S — R is ¥-measurable, then:

1. ¥V s1 € 51, the function sy € So — f(s1,$2) € R is Xg-measurable.
2. V s € S, the function s; € S1 +— f(s1,52) € R is ¥q-measurable.

In other words, measurability with respect to the product o-algebra = measurability with respect to the

coordinate o-algebra.

Proof. We prove this using the Monotone Class Theorem. Set:
H:={femX| (i) and (ii) hold for f}.
Claim: H is a monotone class of measurable functions. To see this:

1. H is a vector space — obvious v'.
2. 1 € H: — measurable with respect to everything v.
3. fneH, fn>0, ful f= f € H — limit of measurable functions is measurable.

(85)
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Next, we need to show that the basic roots are in H. Call:
I:={B; x By | B; € ¥; for i =1,2}.

Clearly, I is a m-system generating 3. Now, for all A € I, assume that A = By x Bo. Then, it’s the
product of indicator functions:

xA(81,82) = xB, (51) - XB, (52)-

Obviously, x4 € H. So, by the monotone class theorem, we may conclude that m> C H. Hence,
m> = H. O

Preparation: for i = 1,2, assume that p; is a finite measure on (S;, ;). Given f : S — R, if
fe(mX)t or f e by, define the following two functions:

1. for s; € S1, define the integral where we integrate the second coordinate out:

Hisni= [ florsmdsy). (56)
Sa
2. for sg € So, define the integral where we integrate the first coordinate out:
(sa) = | fs1,82)m(dSh). (87)
St

We are ready to state and prove the first version of Fubini’s Theorem.
Lemma 10. If f € (bX), then Iif € by, for i = 1,2. Moreover,
[ Henmas) = [ Hssnsass) (59)
Sl S2
Explicitly, the order of doing the integral doesn’t matter:

[ ([ sorsamatasn) ) tasi o [ ([ sorsahm(asn) ) ma(ass). (%)
S1 Sa ) Sa S1
Proof. The proof will follow the same strategy as before. Set:
S:={febx | I/ €b%; for i =1,2, and (x) holds for f}. (90)
We need to check that H is a Monotone Class of bounded functions (we do not need to worry about the
integral being infinite).

1. H is a vector space: v by the linearity of integrals.

2. 1 € H: V'since both sides of (x) are equal to p1(S1)u2(S2).

3. If f, € Hand f, >0, f, T f, then f € H. This one follows from the Monotone Convergence
Theorem (MON).

Let’s check if we have the right roots. Let A = By X Bs. Then,

XA(51,82) = XB, (51)XB,(52)- (91)
Then, for all s1 € S,
) = [ xalonso)pa(dS) = o (sa)pa(Bo). (92)
:
Similarly, for all s, € Ss:
B Gs2) = [ xalonsa)n(@S) = (B s ). (93)
:

This shows that I{* € b%; and (*) holds. Hence, x4 € H. By the MCT, b% =. O
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Corrolary 3. If f € (mX)", then I/ € (m¥;)" for i = 1,2 and (*) holds for f.

Theorem 37 (Fubini’s Theorem). Let (S;, X5, 1), i = 1,2 be two measure spaces. Let 1 and po be finite
masures. We define the following set function on >:

X — [0, 00[
by: for all A € ¥,

u(4) = [ S em(as) = [ B eo(ss) (94)

Then,

1. p is a finite measure on (S,Y) denoted by p = p1 X pa. This is called the product measure.
(a) We write (S, %, ) = (51,21, 1) X (S2, X2, 12).
2. w is the unique measure on S such that:
VB; € ¥, i =1,2, u(By x Ba) = u1(B1) - pe(B2).
3. (Tomnelli’s Theorem): if f € (mX)*, then:

uh = [ Hisomas) < [ Hismis) (95)
M "7 (x) "7?

4. (Fubini’s Theorem): if f € L'(u), then I{ € L' (1) and Ig € L?(uz). Moreover,

1(f)

(1) = pa(I3) (96)

—
() (&)

(This statement means that integrability with respect to the product measure = integrability with
respect to the coordinate measures (product measure is stronger than coordinate measures).

Proof. 1. We need to show that p is a measure first. It’s clear that u(0)) = 0. Let {4, | n € N} C X
be disjoint. For m > 1, set B, := J,—; An. Then, by the disjointness,

m
XBm = Z XA+
n=1
Moreover,
oo
X8, T Xa,
n=1
So, by definition, for all s; € S1, we have:
LU= (s) = /S XU, A, (81, 82)2(dS2).
2
By the Monotone Convergence Theorem (MON) and by the linearity of integration, this becomes:

(
= Z/S 81,82 ,ug(dSQ)

Therefore,

e XU, An
1 <U An) Z/S1 L (Sl)Ml(dsl)(f/)Z/gl/ XA, (81, 82)p2(dS2) = ZM

MON) ™



Math 587: Advanced Probability Fall 2021 Page 59

2. Now we need to prove that p is the unique measure. Suppose ' is another measure on (S, ) such
that:

1 (B1 x Ba) = p1(By) - pa(Ba),

for all B; € ¥, for i = 1,2. Note that

(u(S) = pu(S1 x Sa) = p1(S1) - p2(S2) = p'(S).

Since p(S) = u(S1 x S2) = p1(S1)p2(S2) on a m-system, I = {By x By | B; € ¥, for i = 1,2}, by
the Uniqueness of Measure Theorem, p = i on the entire sigma algebra ¥ = o(I).

3. Tonelli’s Theorem: (A) has already been proven; all that’s left to establish is (). First, (1) holds
for indicator functions. Next, by the linearity of integrals, (1) holds for (SF)*. Next, by (MON),
(1) holds for all f € (mX)*.

4. If f € L' (p), then u(|f]) < oo. Hence, u(f*) < co. By (iii), (1) holds for f*, i.e.,

+
u(r) = [ 1 s,
S1
Now,
pw(fE) < oo — I{i e L' ()= I{i < 00 fi1-a.€e..

Similarly, Iin € L'(uz) and I; < 00 pg-a.e. Now write f = f* — f~. Then, () and (A) follow
from (Linearity).
O

Some Remarks.

1. Fubini’s Theorem also applies to u; being o-finite. Just cut the space up. For example, take a
sequence of rectangles {T7" x T3' | n € N} such that T)* € ¥; for ¢ = 1,2 such that 77" x T3" T S1 x S
and p; is finite on T} for all n € N for ¢ = 1, 2.

2. f € m¥ = f(s1,") € m¥g and f(-,s2) € mX;. In general, the opposite implication does not
necessarily hold.

3. fell(u) = I{ € L'(uy) and I{ € L?(us). In general, the reverse implication does not necessarily
hold.

Consider the following counter-example to illustrate this point: set S = {(z,y) | x —1 <y < x + 1}.
Then,

1 ifr<y<az+1
flz,y) =< -1 ifr—-1<y<ux

0 otherwise.

Then, for all z € R, [, f(z,y)dy =0 = I} =0 = I{ € L'(dz). Similarly, for all y € R, [, f(z,y)dy =
0= Ig =0= Ig € L'(dy). But, f ¢ L'(dzdy) because:

/ 1F (@, y)|dedy = oo. (97)
RQ

Hence, integrability on the product space is a strictly stronger condition than integrability on the coordi-
nates. Before going back to probability spaces, remark that

(R™, B(R™), Atep) = (R, B(R), \)".
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5.1 Back to Probability Space

Definition 34 (Joint Distribution Function). Let X and Y be random variables on (€2, F,P). Then,
F(x,y) is the joint distribution function of (X,Y) if ¥(z,y) € R?,
Fixyy(r,y) =P(X <z,Y <y). (98)
Some terminology:

1. L(x,yy is the joint distribution of (X,Y’). It’s a probability measure on (R?, B(R?)) such that for all
A € B(R?),

Lixy)(A)=P((X,Y) € A)
2. If L(xy) is absolutely continuous with respect to )\%eb = dxdy, then the RN derivative,

AL(X,Y
fixy) = d(xdy)’ (99)

is the joint probability density function of (X,Y).
Proposition 28. If (X,Y) has the joint probability function f(x yy then for all z € R,

(@)= [ o o)y (100)
is a probability density of X. Moreover, for all y € R,
Fr) = [ S (@) (101)

is a probability density of Y.
Proof. These are marginal densities. For all B € B(R),
Lx(B)=P(X € B)
=P(X € B,Y € R)

= / fxy) (@, y)dzdy (by the existence of the joint density)
BxR

:/ (/ foxy) (m,y)dy) dx (Tonelli’s theorem)
B \JR
Therefore, for all B € B(R),

EX(B):/BfX(x)da:.
0

Proposition 29. Assume X and Y have distributions £ x yy, X has distribution £x with distribution
function F'y, and Y has distribution £y with distribution function Fy. Then, TFAE:

1. X and Y are independent.
2. For all z,y € R,

Foxyy(z,y) = Fx () Fy (y). (102)
3. AC(ny) = EX X ,Cy.
In particular, if (X,Y’) has a joint density function fx y, then (i)-(iii) are equivalent to
f(X,Y)(ﬂC,y) = fx (@) fy (y).

Proof. The key idea for the proof of “(ii) = (iii)” is that {] — oo, x]x] — 00, y] | z,y € R} is a generating
m-system of B(R?). O
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5.1.1 Product of Infinitely Many Spaces

Let {(€%, Fi,P;) | i € N} be a sequence of probability spaces. Set Q = []72; ©;. Then, for all w € Q, w is
an infinite vector: w = (w1, w2, ws, ...) where w, € Q,. Consider the following “cylinder sets”:

o
FE = H F,,, where F,, € F,, Vn € N,

n=1

and F;,, = Q, for all but finitely many n, i.e.,
E=F X Fo X F3 X ... X Fjy X Qi1 X Qg0 X ..

Set:

K
Yo = { U E®) ‘ K €N and E® are disjoint cylinder sets}
k=1

Yo is an algebra. Set F = o(Xg). Let’s define a candidate measure. Define the following set function of
20:

K
E €Yy set: E:= U E®),
k=1

where E(F) =[], £, Then,

P(E) = EK: lo_o[ P (M)

k=1n=1

One can verify that indeed P can be extended to F as a measure. Check that P is additive on ¥ and
that it’s continuous at the empty set. One would use Caratheodory’s Extension Theorem to check
this (if we wanted to). The first one to check would be relatively easy, but checking the second condition
requires more work.

Theorem 38 (Kolmogorov Extension Theorem). Let {u, | n € N} be a sequence of probability measures
on (R,B(R)). Then, there exists a probability space (Q, F,P) and random variables {X,, | n € N} on Q
such thatV n € N,

[’Xn = Hn,
and the {X,, | n € N} are independent.

What’s significant about this is that we can put the probability measures on the same probability
space and they can be independent. This has applications in optimal control.

Proof. For all n € N| there exists a probability space (£, F,,P,) and random variables Y, on £2,, such
that Ly, = uy,. Set our candidate probability space to be the infinite product,

[e.e]

(Qa]:’P) = H(Qny}—mpn)'

n=1

For all random vectors w € €, it has components w = (w1, ws,ws,...) with components w,, € €,. For
n € N, define:

X, :Q =R,
w = (w1,w2,ws, ...) = Xp(w) = Y, (wy).
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Hence, X, is a random variable, and for all B € B(R),
X, Y(B)={weQ| X,(w) € B}
= x Qo X ... X Q1 X Yn_l(B) X Qpaq X o
Hence,

n—1
P(X,'(B) =P [[oxv,'B) x [] %
j=1 j>n+1

=P,(Y, ' (B))
- Mn(B)

This shows that Lx,, = p,. Now we need to show independence. For all k € N, take By, Bo, ..., B € B(R).
Then, for all 1 <nj; < ng < ... <ni €N, one has:

k
P (ﬂ Xml(Bi)> =P (21 x Qo X oo X Q1 X Yy H(B1) X Qy g1 % oo X Qg1 x Yy 1 (Ba) % ...)
=1
k
= [[Pn. (Y2, (B)))
=1
k
= [[m(B)
=1

k
=[P (Xn €B)).

i=1

0

Theorem 39 (Kolmogorov’s Extension Theorem). For n € N, let ) be a probability measure on
(R", B(R")). For 1 <m <mn, let[],,, be the extension map from B(R™) to B(R™) for all B € B(R™):

[I®) = {(z1,...2n) | (21,....2m) € B} (103)
| =BXxRxRx..xR (104)
N———

n—m copies

If {u(™ | n € N} is consistent, i.e., for all n € N, V1 < m < n,
1™ o H = pum),

then there exists a probability space (2, F,P) and {X,, | n € N} on Q such that:

Lixy,Xn) = p™

for all n € N.
Remark: remark that the previous theorem is a particular case of Kolmogorov’s Extension Theorem
with

u(”) =1 X ... X pup for all n € N.

In this case, the {X,,} are independent.
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Example 16. Let 1(™ be a centred Gaussian probability measure on (R™, B(R™)) with covariance matrix,
11
1 2

cm = =iNjforl<i,j<n.

S W N

1 2
ie., p™ = N(0,0™). Verify that {u(™ | n € N} is consistent. By Kolmogorov’s Extension theorem,

there exists (€2, F,IP) and {X,, | n € N} on Q such that Lix, . x,) = 1™ (this is the discrete Brownian
motion).

6 Conditioning and Martingales

6.1 Conditional Expectation

Recall conditional probability: Given A, B € F with P(B) > 0, the conditional expectation was defined
as:

P(ANB)

P(AIB) = —p

This is going to be the general reasoning, and now we will try to extend this idea.

Definition 35 (Conditional Expectation). Let (€2, F,P) be a probability space. Let X € L' and G C F
be a sub-sigma algebra. Then, a random variable Y on € is called a conditional expectation of X
given G, denoted by Y = E [X|]] if:

1. YeL'
2. Y e mgG.
3. For every event A € G,

/A XdP = /A Y dP. (105)

This is not an expectation; it’s a random variable! The information, encoded by G, will change the
randomness. The new random variable, which is given by the conditional expectation, will re-predict the
randomness. It will be a new prediction on X based on the new information in G.

Remark. Some remarks:

1. It’s possible to define E [X|G] even if X ¢ L'. In fact, we only need [, XdP to exist for all A € G.
2. Condition (iii) can be replaced by condition (iii)’: for all A € I,

/ XdP = / YdP, (106)
A A

where [ is a m-system and G = o(I).

Proposition 30. Assume X, X, € L' and X; < X, almost surely. Suppose G C F is a sub-sigma
algebra. Then, if Y1 = E[X;|G] and Y2 = E [X3|G], then Y7 < Y5 almost surely.

Proof. Everything is integrable, so everything is almost everywhere finite. Hence, we can subtract with
no issues. Set A := {Y; > Y5}. First, A € G. Second,

/Yld]P’:/deIP’S/XQd]P’:/Ygd]P’,
A A A A
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where the inequality follows from standard monotonicity. Hence,

/(Y1 —Y3)dP < 0= P(A) =0
A
= Y1 <Y5 (almost surely)

O

Corrolary 4. Given X € L', G C F a sub sigma-algebra. If the conditional expectation of X given G
exists, then it must be unique almost surely, and it will be denoted by E [X|G].

Proof. 1. Existence: We'll show two proofs: the first method is the standard proof which is seen in
textbooks, and the second method will look at the problem from a different angle (from a functional
analysis point of view). The second angle will be very nice to know, since it will help a lot with Q3 on
the homework.

1. Method #1: define two set functions ,ugt by:
VAEG, py(A):= / X*EdP.
A

It’s easy to verify that u;]t are two measures on (2, G). Furthermore, these two measures are both
absolutely continuous with respect to P|g. Therefore, by the RN-theorem, there exists a Y+ e mg

+
such that Y+ = L%Pg,. Hence, for all A € G,

/ XEdP = pj (A) = / YEdP.
A A

Obviously, Y* € L! (by taking A = (2 in the above since X € L!). Hence, Y* = E [X*|G]. By the
linearity of integrals, we see that E[X|G] =Y T —Y .

2. Method #2: look at the problem from a functional analysis point of view. First, assume that
X € L?(Q, F,P). This is a Hilbert Space with an inner product given by the L?-norm. We consider:

L*(G)={Z e mG | E [Z°] < c}.
Obviously, L?(G) C L*(F) is a sub-Hilbert Space. Set,
Py : L*(F) = L*(G)

to be the projection onto the subspace L?(G). (We are projecting elements from the bigger space
onto the smaller space). For all X € L?(F), X — P,(X) is perpendicular to L?(G). Hence, for all
W e L3(F),

(X — Py(X),W)2=0.
Since for all A € G, x4 € L*(G), one has:

/Q(X — Py(X))xadP = 0 = /AXdIP’ _ /APg(X)dIP’.

For the integrability conditions, since P,(X) € L*(G), P,(X) € mG. Therefore, when X € L?

E[X]G] = Fy(X).
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Now, for a general X € L'(P), take X,;t = X* Ak for every k € N. Then, X,:CIE € L? and X;gt X,
Set:

VE = E [XF|G] = Py(X)).
Last time we proved (¢cMON) (monotonicity for conditional expectation), so this let’s us set

VE = lim Y
k—o0

Finally, as an exercise, verify that for general X € L!,

E[X|G]=YT -Y".

Some examples now.

Example 17. If G = o({A}) = {0,Q, A, A}, with A € F and P (A) €]0,1[. Then, heuristically, we’d
expect that for every X € L1,

E[X; A E[X; A€

P TR

E[X[G] = xa P4

where the E [X; A] corresponds to making a prediction, and the P (A) corresponds to normalizing.

Example 18. If G = o(Y) (the information of G is provided by another random variable) for some
Y € mF. Let X be a random variable and let h be a Borel function such that h(X) € L'. Write:

E[h(X)|G] = E[n(X)[Y].
First, since E [h(X)|Y] € mo(Y'), there exists an H : R — R Borel such that
E[h(X)|Y]=H(Y).

Now assume that the pair (X,Y’) has the joint PDF function f(x ;) and let fy be the probability density
function of Y. Next, we define the following probability function:

Jxyy(@y) .
— A if fy(y) #0
fX|Y($7y) {0 it fy () = 0

This is called the conditional probability density. This does not always exist! If this exists, then if
H :R — R is given by,

H(y) ZZ/Rh(JU)fXY(%y)da?

for all y € R, then E [h(X)|Y] = H(Y).

Proof. 1. H is a Borel function, by the preparation for Fubini theorem section, so we have H(Y) €
mX(Y) v
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2. To see that H(Y) € L*(P), it’s sufficient to check that H - f, € L'(dy). By Tonelli’s theorem,

/R |H (y)|dy (y)dy < /R ( /R |h(z)| fX|Y(x’y)dm> Fo()dy
- //RQ In(@)] fxpy (2, 9) fy (y) dedy

joint density
N //ﬂp |h(x)|f(X7Y) (377 y)da:dy
= E[Jn(X)]

< oo which gives us integrability.

3. For all A € ¢(Y), there exists a B € B(R) such that A = Y ~!(B). Knowing this way of representing
A, we write:

E [h(X) 5(Y)]

; Al = E [h(X)x
B / /R2 h(@)xB(Y)fxv) (2, y)dedy

_/ (/Rh(x)fXY(x,y)dx> Iy (y)dy
/H(y
E

B B

= ) fy (y)dy
B

=E[H(Y); A].

where we can do the third step by Fubini’s theorem, which we can use since integrability has been
checked.

O]

Hence, a conditional expectation has randomness, which entirely comes from Y.

6.1.1 Properties of Conditional Expectation E [X|G]

Assume X € L', and G C F is a sub-sigma algebra. Then,
1. if Y =E[X|G], then E[Y] =E[X] i.e.:
E[E[X|g]] = E[X].

2. if X € mG, then E [X|G] = X (you can make the perfect prediction).
3. cLin (conditional linearity): if X,Y € L' and a,b € R, then:

E[aX +bY|G] = aE[X]|G] + bE[Y]|G] .
4. cMON (conditional monotonicity): if X,V € L' and X <Y a.s., then:
E[X|g] <E[Y|G].

5. cJen (Conditional Jensen’s Inequality): Suppose that ¢ is a convex function such that p(z) €
L'. Then,

Elp(2)|G] = »(E[X]G]).
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The proof is basically the same as the standard Jensen’s inequality with the support line. For almost
every w € () fixed, take the supporting line at the point (E [X|G] (w), p(E [X|G] (w)). For y = ax +b,
o(x) > ax + b for all x € R. So, by (cMON):

E [o(2)|6] > aE[X|G] +b.
So, pointwise, this means:
E[p(2)|g] (w) = aE [X|G] (w) + b = o(E[X]F] (w)).

6. (¢c(MON) Conditional Monotonicity): assume {X,, | n € N} C L' and X € L. If X,, T X, then
E[Xn|G] T E[X]]].

Proof. Since E[X,,|G] is a monotonically increasing sequence, the limit ¥ := lim, o E[X,, | §]
exists. By Fatou’s Lemma,

E[Y|] < liminfE[|E [X,|F]|]
n—o0
< liminf E [| X,,]]
n—oo
<E[X*]+E[X]]
<oco=YeL

The rest of the proof follows from the classical monotone convergence theorem. We need to check
that for all A € G:

7. (€ MON’): if {X, | n € N} C L' and X € L'. If X,, | X, then E[X,, | ] | E[X]G].
8. (cFatou): if {X,, | n € N} C L' and assume that there exists a Y € L! such that X,, > Y for all
n € N. Then,
E [limiann]g} <liminfE[X, | g]. (107)

Proof. Recall in the classical setting how we proved Fatou’s Lemma: set Z,, := inf,>,, X,, for all
m € N. Then, Z,, 1 liminf, X,. Moreover, Y < Z,, < X,, for all n > m. So, Z,, € L' for all
m € N. Then apply (cMON) to the expected values to get that:

E[Zy | 6] 1 E [liminf X,, | g].

Moreover, by (cMonotonicity):

E(Znlg] < inf E[X, | ).
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9. (cFatow’): if {X,, | n € N} C L', Y € L! such that X,, <Y for all n € N, then:
E [limsuan ] g} > limsupE [X,, | G]. (108)

10. (cDOM): if {X,, | n € N} C L! and Y € L' such that |X,| <Y for all n € N, and X,, = X a.s.
for some random variable X, then X € L' and:

E[X, | §] = E[X|]]
a.s. as well as in L1

Exercise: prove (cDOM) using (cFatou) and (cFatou’). We can see here that conditional
expectation behaves in a similar way to classical expectation.

11. (Tower Property): If H and G are two sub o-algebras which are ordered, i.e., H C G, then for all
X e L,

E[E[X[H]|9] [(X[H] = E[E[X[F]]| H]. (109)

= E
~—~ ~—
1 A2

>

Proof. Your constraint is going to be your smaller o-algebra: your smallest o-algebra determines
everything.

(a) (A1): this is trivial because E [X|H] € mH C mgG.
(b) (A2): We only need to check this, so let’s check against the definition we want to study. For
all A e H C G, we have:

E[X|G|dP = XdP = EX dP
/A[\G] 7;;//4 \({),/A[\H] ,

where in (1) we view A € G and in (2) we view A € H. Thus,

E[E[X|G][H] = E[X|H].

12. Suppose Z € mG and XZ € L. Then, E[XZ|G] = Z - E[X|G].

Proof. We want to verify that for all A € G,
/xmm:/ZEwmm
4 m A

(a) Go to the root of integrals: see how they behave on indicator functions. (1) holds for Z = xp
for all B € G and X > 0.
(b) Use (cLin) and (cMON) to extend the statement to a general case.

O]

13. If H C F is another sub o-algebra, and # is independent of o(c(X) U G) (all the information
available by using either X or G or both), then,

E[X|o(GUH)] =E[X|o(G)].
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Proof. Consider a w-system:
I'={GNnH |Geg, HeH}
This is a generating m-system. It generates o(H UG). Let A € I be of the form A = G N H. Then,

/ XdP = / xxdP = IP(H)/ XdP = IP’(H)/ E[X|G]dP = / E[X|G] dP.
A G ~ a @ . A
(indep) (indep)
L
Corr. if 0(X) is independent of H, then E [X|H] = E [X].
Proof. In (13) , take G = {0, Q}. Then, E[X|o(GU H)| =E [X|H] and E[X|G] = E[X]. O

14. Assume X1, ..., Xy are independent and X; has distribution Lx; for 1 < j <n. Let h: R" — R be
Borel such that h(Xy, ..., X,,) € L. Then,

E[h(X1, ..., Xn)[X1] = v(X1),

where we get v by integrating out the Xo, ..., X,,:

(X)) = ////R_ B(@1s ey ) (Lxy X Ly X oo X L) (des - - - din).

Exercise. Prove it using Fubini’s Theorem and Independence.

6.2 Martingales

Definition 36 (Filtration). Given a probability space (2, F,P), if {F, | n > 0} is a sequence of sub
o-algebras such that 7o C F; C ... C F,, € Fp41 € ... € F. Then, {F, | n > 1} is called a filtration.
The triple (2, F,{F,},P) is called a filtered space.

Definition 37 (Adapted with respect to a filtration). Let {X,, | n € N} be a sequence of random variables
on a filtered space (Q, F,{F,},P) . {X,} is called adapted with respect to the filtration {F,} if
X, € mF, for all n € N.

Definition 38 (Martingale). Given a filtered space (2, F,{F,},P) and a process {X,, | n € N}, the
process is called a martingale with respect to the filtration {F, | n > 0} if:

1. {X,} adapted with respect to {F,, | n > 0}.
2. Xp € L* for all n > 0.
3. E[Xp41 | Fn] = X, for all n > 0.

e Submartingale: (1) and (2) are the same. For (3):

E [ Xpt1|Fn] > X V0 > 0. (110)
e Supermartingale: (1) and (2) are the same. For (3):

E [Xps1]Fn] < X V0 > 0. (111)

Remark that if {X,, | n > 0} is a martingale with respect to the filtration {F,, | n > 0}, then for all
m>n,

E [ X |Fn] = X (112)
How does one prove this? You run a tower property argument and apply the definition of a martingale:

E [Xn|Fn] = E[E [ X | Fn-1] |Fn] = E[Xpm—1|Fn] = ... = X,
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Example 19. Let {Y, | n € N} be a sequence of indepndent random variables on a probability space
such that E[Y,] = 0 for all n € N. Set Sy = 0, and set S, := 77| Y;. Set Fo = {0,Q} and F,, =
o({Y1,....,Y,}). Then, {S, | n > 0} is a martingale with respect to {F, | n > 0}.

Proof. We can see this by using (clin) to break the sum up:
E [Sn—l—l‘]:n] =E [Sn + Yot1 | Fn]
=E [Sn‘}-n] +E [Yn—l-l’]:n]
bl ind
measurable maep

— Sn + E [Yn—i-l]
=Sy

O]

In addition, if E [X2] = 1 for all n > 1, then we get a second martingale: {S2 —n| n > 0} is a
martingale with respect to {F, | n > 0}. There will be no issues with (1) and (2), those are pretty
straightforward to see. For (3), we just need to do some work:

E[S2., — (n+1)|F] =E[(Sn + Ypi1)?|Fn] — (n+1)
:E[SEL | ]:n] +2E Sy - Yy | fn]""E[Yna—l | ]:n-i-l] —(n+1)
=82+ 28, E Y] +E V2] — (n+1)

_ Q2
=S5, —n.

In addition, if Y;, ~ N(0,1) random variable for all n > 1, then:

tS—ﬁn
e 2" n>0p,

is a martingale with respect to the same filtration {F,}.

Exercise: verify it yourself.

Example 20. If X € L' and {F, | n > 0} is a filtration and X,, := E[X|F,] for all n > 0. Then,
this sequence of conditional expectations {X,,} is a martingale with respect to F,,. This follows from the
Tower Property:

E [Xni1|Fn] = E [E [X[Fp] [Fo] = E[X[F] = Xn v
We remark that if {X,,} is a sub-martingale <= {—X,, | n > 0} is a super-martingale.

Theorem 40. Given a filtered space (0, F,{F,},P) consider a process {X,} adapted with respect to
{Fa}. Let f : R — R be a convex function such that f(X,) € L' for alln > 0. If either {X,, | n > 0}
is a martingale or {X,, | n > 0} is a sub-martingale and f is increasing, then {f(X,) | n € N} is a
sub-martingale.

Proof. {f(x,) | n € N} is an adapted process. Then, for all n > 0, by (cJensen) :

= n if ti 1
L S A

In either case, this shows that {f(x,) | n > 0} is a sub-martingale. O
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Corrolary 5. From this theorem, we get...

o If {X,,} is a martingale, then {|X,,|P} is a sub-martingale for all p > 1.
o If {X,,} is a sub-martingale, then {|X,[P} (p > 1) is a sub-martingale if X,, > 0 for all n > 0.
e If {X,, | n >0} is a sub-martingale, then {X," | n > 0} is a sub-martingale.

The next theorem tells us how to extract the part of the game which makes it unfair to get a fair
game.

Theorem 41 (Doob’s Decomposition Theorem). Given (2, F,{F,},P) and a sub-martingale {X,, | n >
0}, there exists a process {Y,} such that:

1. ¥y=0,Y, € L', and Yot1 € mFy, for alln > 0.
(a) We call this property {Y,} being pre-visible with respect to the filtration {F,}.

2. Ypu1 > Y, foralln > 0.
3. AM,, == X, = Y, | n > 0} is a martingale with respect to {Fy}.

Furthermore, such a process is almost surely unique.

Proof. First, we prove the uniqueness of {Y;, | n > 0}. Assume that there exists another process {W,,}
satisfying (i)-(iii). Set:

A, =Y, —-W,VneN
Ag = 0 since they both start at zero
Ap11 € mF, Vn > 0.

Then, A, = (X, — W) — (X, — Y5). So, {A, | n > 0} is a martingale with respect to {F,}. Thus,
AnJrl =E [An+1 | ]:n] = An»
for all n > 0. This shows that A,, = 0 a.s. for all n > 0.

Now sum up the increment at every step. Set Yy = 0. Then,

i
L

Yn = (E [Xj-l—l‘]:j] — Xj) fOI‘ all n Z 1.

<.
Il
=)

We have that Y,, > 0, Y,4+1 > Y}, and Y, 11 € mF, for all n > 0. Now let’s see what happens when I
remove Y,, from X,:

E [Mn+1|-7:n] =E [XnJrl - Yn+1‘]:n]
=E [Xn+1|-7:n] — Yo
= E [Xpt1|Fn] = (B [Xns1[Fo] — Xn) = Y5
=X,—-Y,
= M, Vn € N.
O

Hence, to conclude: given any sub-martingale, I can isolate the growing part from the martingale part.
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6.3 Stopping Times
Definition 39 (Stopping Time). Given (2, F,{F,},P) , a random variable 7 : 2 — {0,1,2,3,...} 0 <
7 < oo is a stopping time if for all 0 < n < oo, {r < n} € F,. Note that Foo = 0 (Unzo .7-"n>.

The motivation or heuristic meaning of this is that 7 is the “stopping strategy”: 7 tells me the mo-
ment that I quit the game. The measurability condition in the definition tells me that I shouldn’t need to
look into the future to decide when I’'m quitting the game: all that information should be contained in F,.

Remark. 7 is a stopping time <= for all 0 < n < oo, {r = n} € F,. We can very quickly give
a justification to this:

Proof. “=": for all n > 0, we can write:
{r=n}={r<n}\{r<n-1}
which is in F,, since F is a sigma algebra. For the infinite case:

{r=00} = ({r = n} € Fue.

n>0
“<”: for all 0 < n < oo:

{TSn}zU{T:j}E]:n.

§=0
L]

Example 21. Suppose {X,, | n > 0} is adapted with respect to {F,, | n > 0}. Let a,b € R be such that
a < b. Set:

e 75 =0.
e 1 :=inf{n>0]| X, <a}.
o rp:=inf{n >m | X,, > b}.

K., a<s.

71 is a stopping time, because if n > 0, then:
{n=n}={Xo>a, X1 >0a,...Xpn-1>a,X, <a} € F,.
In the infinite case,
{nn=0}={X,>aV¥n >0} € Fu.
T9 is also a stopping time; 7 and 7» is also a stopping time. For example, if n > 0:
n
{ro=n}=|J{n =4X;11 <b,Xj42<b,...Xn 1 <b,X, >} € Fp.
§=0

From 71 to 72, {X,, | » > 0} completes the first upcrossing from a to b. Similarly, we can define:
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e “Start” of the kth upcrossing: 7,1 :=inf{n > mp_o | X;, <a}.
e “End” of the kth upcrossing: 7o := inf{n > 7,1 | X;,, > b}.

This gives us that {73 | £ > 0} is a family of ordered stopping times.
Proposition 31. (Properties of Stopping Time)

1. 7 is a stopping time. For all 0 < n < oo, the following are all stopping times: {r = n}, {r > n},
{r <n}, {T >n}, and {7 <n} € F,.

2. T is a stopping time: for all N > 0 constant, 7 A N := min{7, N} is a stopping time.

3. If 1 and 75 are two stopping times, then the following are all stopping times:

(a) 71V 72 = max{r, T2}
(b) 71+ 7

Exercise: prove (2) and (3), by breaking up into the integer case and the infinite case.

Definition 40 (Sigma Algebra Generated By Stopping Time). Given a (2, F,{F,},P) and a stopping
time 7: set:

Fr={AeF|An{r <n} e F, V0 <n< oo}, (113)
or equivalently,
Fr={AeF|An{r=n} e F, V0 <n <oo}

Exercise: verify that F; is a o-algebra. We remark that o(7) C F;, but in general this inclusion is
strict. We can verify this inclusion as follows:

Proof. For all 0 <m < oo {7 =m} € F.. Forall 0 <n < oo:

{r=n}eF, ifn=m.

{r=mpoir=nj= {(/) otherwise
O

Definition 41. Let {X,, | n > 0} be an adapted process with respect to {F,,} and let 7 be a stopping
time. We define for every sample point w € §2:

Xp(w) if r=nforn>0.
Xr(w) = ¢ limy, 0o Xp(w) if 7 =00 and lim, 0 X, (w) exists. (114)
undefined if 7 = 0o and limit DNE.

Proposition 32. Given (Q, F,{F,},P) , let X,, be adapted. Then,
X7 X{X, is defined} € mFr.
(We basically want to rule out the last case in this construction).

Proof. Write it out in terms of the possible categories in the set:

Xr- X{X, is defined} = Z Xn * Xr=n+ nh—{go Xn - X{r=00} " X{limp 00 X, exists.}
n>0

Verify that, for all B € B(R):

{XoX(X, is defineay € B} € Fr.

Exercise: finish this proof. O
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Proposition 33. If 71 and 79 are two stopping times on (2, F, {F,},P) then:
1. If 14 < 7o, then:
Fr, C Foy. (115)
2. 71V 19 :=min{r, 72 }.
Frinr = Fry 0 Fry. (116)
Proof. 1. VAe F; forall 0 <n < oo:
ANn{rn <n}=An{n <n}n{mn <n}
—_——— ——
€Fn €Fn

Hence, A € F,.
2. i Ao <7 and 74 A 7o < 9. This shows that:

-7:7'1/\T2 g ]:7'1 meQ
Now we need to show the other inclusion:

VAe FraNFoV0<n<ocoAN{nAn<n}=ANn{n <n}U{mr <n})
=(An{m <n}HU(AN{r <n}) € F,.

€Fn €Fn

Hence, A € Friar,.
O

Proposition 34. Given a filtered space (2, F,{F,},P) and an adapted process {X,, | n > 0}, let 7 be
a stopping time. Then, {X,,, | n > 0} is again adapted. Furthermore, if X, € L' for all n > 0, then
Xnar € L for all n > 0. This is called a stopped process.

Proof. For all n > 0,
n
Xnar = X{r>n+1} " Xn + Z X{r=j}" Xj € mFy.
=0

It’s also clear that if X,, € L' for all n > 0, then X,,», € L! since it’s a finite sum consisting of X’s times
an indicator function. O

The next theorem tells us that this stopping process does not change if a game is favourable or not.

Theorem 42 (Doob’s Stopping Time Theorem). Consider a filtered space (Q, F,{F,},P) and a stopping
time 7. If {X,, | n € N} is a (sub)-martingale with respect to {F,}, then {X,rr} € L' is again a
(sub)-martingale.

Proof. We already know that {X,, | n > 0} is adapted and X, ,, € L' for all n > 0. We need to check
the (sub)-martingale property now: for all n > 0, VA € F,:

/X(nH)ATdIP’:/ Xn+1d]P’+/ X, dP
A An{r>n} An{r<n}
:(2)/ Xnd]P’—i-/ X, dP
An{r>n} An{r<n}

= / XonrdP.
A

Since AN {r >n} € Fpn, E[X,p1 | Fu] (=) = Xy, this shows that E [X (1) Fn] (=) = Xnar- O
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Corrolary 6. If {X,, | n > 0} is a (sub)-martingale and 7 is a stopping time, then:
E [Xnar) () =E[Xo] Vr > 0.
Caution! This does NOT imply that E [X;] = E [X{]!! We can see this illustrated with an example:

Example 22. Let {Y,,} be a sequence of iid random variables on (2, F,P) such that:

P(i=1)= 7 =P(Yi=-1).

Set So =0, Sy, = > i, Yj for all n > 1. Let Fo = {0, Q}. Then,
Fni=0({Y1,....Yn})

for all n > 1. {S, | n > 0} is a martingale with respect to {F,}. Set 7 := inf{n > 0| S, = 1}. One
can easily check that 7 is a stopping time. {S,ar | » > 0} is a martingale. This shows that for all n > 0,
E [Spar] = E[So] = 0. However, S; = 1. So,

E[S,] =1 #E[S).

Theorem 43 (Hunt’s Theorem (I)). Given (Q, F,{F,},P) let {X,} be a (sub)-martingale and T and T
be two stopping times with 71 < 19 < T for some constant T > 0 (i.e., 71 < 79 and 71 and T2 are bounded
by T). Then, X,, € L' fori=1,2 and E[X,,|F.,] (>) = X,,. In particular, E[X,,] (>) = E[X,].

Corrolary 7. If 7 is a bounded stopping time, and {X,, | n > 0} is a (sub)-martingale, then

E[X;] (>)=E[Xo]. (117)
Proof. 1. Integrability: Fori=1,2:
T
Xr = ZX{Ti:j} - Xj € le
§=0

since a finite sum of of random variables will be finite since T is finite.

Next, let’s assume first that {X,, | n > 0} is a martingale. Then, for all A € F, :

X, dP = /
/ ’ Z AN{72 _]}

Note that for all 0 < j < T, An{m =k} N{m =j} € F;. So,

T J
=>> / X;dP
=0 k=0 Y A{me=k}"{r2=5}
J
= Z / XpdP
o J An{mi=k}n{r=j}

X7dP(T is a constant.)

th%

Re-run the same argument for 75: similarly:

T
X, dP = / X dP.
~/A ! kZO Aﬁ{Tl Zk‘}
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Thus, [, Xr,dP = [, X, dP for all A € F;. Recall that X, € mF,,. Therefore,

E [XTZ ‘]:Tl] = XTl‘
Now, let’s assume that {X,, | n > 0} is a sub-martingale. Assume Doob’s Decomposition of X,, = M, +Y,,
where {Y}, | n > 0} is a non-negative, increasing, and pre-visible process and {M,} is a martingale, and

the decomposition is unique. Then,

E[XTQVTH] = E[MT2 | ]:7'1] +E[YT2 ‘ ]:Tl]

> M, + Yy,
— X‘r1 5
where we got M, from the previous step and we got Y, because Y, > Y, and Y, € mF;,. 0
Recall upcrossings:
at b
T e
3 — < T b
= P
= \ : S,
o ¢ N \
T 2 ‘\ 5 /( = $
». < = . =
T > e T

Given (Q, F,{F,},P) let {X,,} be adapted. Consider real numbers a,b € R, a < b, 79 = 0. Then,
{7k | K > 0} is the upcrossing time from a to b.

Theorem 44 (Doob’s Upcrossing Inequality). Given (Q, F,{F,},P) let {X,, | n € N} be a sub-martingale.
For every a,b € R, a < b, let {1} be the upcrossing time from a to be, and for every n > 1, set:

UC(L? = # upcrossings from a to be completed by time n. (118)
In other words, this is max{k | Top > n}. Then,

E[(Xn—a)"]

119
ol (119)

E[0%)] <

for alln > 1. In particular, if sup, E[X,7] < oo, then U, p := limy, 00 U(ETZ) < 00 a.s.

This theorem tells us that the oscillations are bounded by a terminal index n. It’s reminiscent of

the Kolmogorov 0-1 Law. Also note that UC(;Z) T Upp = limy 00 UC(ZZ) exists and is the total number of
upcrossings from a to b.

Proof. Set Y, := (X, —a)*t for all n > 0. Note that {Y,, | n > 0} is again a sub-martingale, because
o(z) = (x — a)T is increasing and convex. In addition, Y;,, , =0 and Y;, > b—a > 0 is true for all
k > 1. This implies that

Y., —Y,

T: T2k —
1< 2k 2k—1

- b—a
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WLOG, assume that 71 < n. Otherwise, if 71 > n, the first upcrossing hasn’t begun yet, i.e., Ué? = 0.
Then,

v
(n) _
Ua,b - Z 1
k=1
Vol Y, Y,
< T2k T2k—1
e
k=1
_ i Y72k/\n - YT(Qk—l)/\n
b—a
k=1
1 n
= H(YTZW,/\TL - Z(YTZk—IAn B YTzk—Q/\n) - Y7'1/\n )
=y, P2 =Yr, =0
Taking the expectation of both sides yields:
1 1 <
E [chf;))} < h— aE [Yn} _b —a (E [Y72k71/\n] - E [YmkﬂAn])
N———— k=2
E[(Xn—a)T]
B —— n>Top 1 AN>Tog 2 /AN (2)

so (2) implies E [YT%_IM] >E [YT%_QM] by (Hunt’s Theorem) . Hence,

E[(X, —a)*]

= [U‘Eﬁ’)] = b—a

Finally, by (MON),

N E[(X, —a)t
E[U,3] = lim E [U( b’] < sup Pl —a)T] 00,
’ n—00 @, n b—a

since sup,, E [(X,, — a)™] < sup, E[X,[] + |a|]. Hence, U, < 00 a.s. O

6.4 Martingale Convergence Theorems

Theorem 45 (Martingale Convergence Theorem 1). Given (Q, F,{F,},P) let {X, | n > 0} be a sub-
martingale with sup, E [X,F] < co. Then, there exists an X € L' such that X, — X almost surely.

Note that the condition on the expectation, sup,, E [X,"] < oo is quivalent to saying that X, is bounded
in L' in the case of being a sub-martingale.

Proof. By (Doob’s Upcrossing Inequality) we can write:

P U {Uap=00}|=0.

a,beQ, a<b

Hence,

P ﬂ {Ugp <00} | =1= lim X, =: X.

n—oo
a,beQ, a<b
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Hence, we've found that the limit exists almost surely. It CAN be infinity, however. Next, by (Fatou)
E[|X]] < lirr;linfE [ Xn]
= lim inf (2 (X} - E[X.)])
<2supE [X;f ] .
n
Now use that X, is a sub-martingale:
<2supE [X,[] — E [X]
n
< 00.
O

We remark that (Martingale CV Thm 1) does NOT imply that X,, — X in L61. Consider the
following example to see why.

Example 23. {Y,, | n € N} be iid random variables with ¥,, > 0 for all n > 1 and E[Y;] = 1 and
In(Y,) € L. Set Ty =1 and:

T =[]V vn > 1.
j=1
Set Fo = {0,Q}, and F, = o({Y1,...,Yn}). Then, {T,, | n > 0} is a martingale with respect to {F,}.
Quick check of this:
E [Tn—&—l‘fn] =E [Tn : Yn—l—l’]:n] =T,E [Yn-‘rl] =T,.

Hence, for all n > 0, E[T},] = 1. So, there exists a 7' € L' such that T, — T almost surely. What is 7'?
Well, consider a new sequence {In(Y,,) | n > 1} iid random variables with In(Y;,) € L! for all n > 1. By
(SLLN 3) we have:

1 n
- Z In(Y;) — E [In(Y7)] almost surely.
j=1

Assume that Y} is not almost everywhere constant. Then, by (Jensen) we have:
E[In(Y1)] < In(E[Y1]) < 0.
The inequality is strict, since Y7 is not constant. Hence,
1 n
nl;ngo - th(Yj) =c<0as.
j=1
.1
= lim —In(7},) =c as.

n—oo N

This shows that T,, ~ e“* when n is sufficiently large. Hence, T" = lim;,,_,o, 15, = 0 almost surely which
shows that 7}, does NOT converge to T in L'.

Theorem 46 (Martingale Convergence Theorem II). Given a filtered space (0, F,{Fn},P) let {Xy, | n >
0} be a (sub)-martingale and let {X,, | n > 0} be uniformly integrable. Then, there exists an X € L' such
that X,, — X almost surely and in L'. IN addition, E[X|F,] (>) = X,, for all n > 0.
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Proof. By (Martingale CV Thm I), there exists an X € L' such that X,, — X almost surely.

= {X,, |n > 0} is uniformly integrable
= X, —» X in L".

Now to show the second statement:

Vn>0 VA e€F, /Xd]P> /X d]P’Vm>n—>/XdIF’

m—ro0

This shows that
Xn(L)=E[X|F,].

O

Lemma 11 (Doob’s Maximal Inequality). Let {X,, | n > 0} be a sub-martingale on a filtered space.
Then, for all N > 0, for all £ > 0,

1
IP’( max X, > 5) < -E [Xn; max X, >e¢f. (120)
0<n<N S 0<n<N

In particular, if X,, > 0 for all n > 0 and sup,, || X, ||, < co for some p > 1, then we can conclude that:

— 121
| s, Xally < L1 Xl (121)
And, furthermore,
p
|| sup Xn|| < sup || X ||. (122)
n p—1

This is a very intrinsic property about martingales; we’re trying to control something that involves
the whole process.

Proof. We will only show the first inequality. Set M,, := maxo<p<y X, and 7 =inf{n >0 | X, >e}. 7
is a stopping time. We have the following:

(M, > e} = {r <N} (123)

Since T reports the time when the process goes above ¢.

P(r < N) ZIP’

<Z /
T=j}
gz / X ndP
{r=5}

=-E[X,;7 < N]

>—ﬂ“

m
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Theorem 47 (Martingale Convergence Theorem III). Given a filtered space (0, F,{Fpn},P) let { Xy |n >
0} be a martingale (or a non-negative sub-martingale) with sup,, || Xy||, < oo for some p > 1. Then, there
exists an X € LP such that X, — X almost surely and in LP and

E[X|F.) (>) =X, Vn > 0. (124)
Proof. {X,} is bounded in LP. Hence,

= {X,, | n > 0} is uniformly integrable
=3 XelL'st. X, = X as. and in L' and E[X|F,] (>) = X,..

By (Fatou) ,
E[|X|P] < lin%ianE [| Xn|P]
< supE [| X, ["]
n
<oo= X €Ll

Now, we need to use one of the integral convergence theorems. {|X,| | n > 0} is a sub-martingale.
Applying (Doob’s Maximal Inequality) on {|X,|} we get that sup,, | X,,| € LP and thus by (DOM)
X, = X in LP. U

Theorem 48 (Hunt’s Theorem II). Given a filtered space (2, F,{F,},P) and a uniformly integrable
(sub)-martingale { Xy}, let 71,72 be two stopping times with 1 < 1o. Then, fori=1,2, X,, € L' and

E [XT2\./771] (Z) =X (125)

Proof. If {X,, | n > 0} is uniformly integrable, then there exists an X, € L! such that X,, — X almost
surely and in L. Hence, X, is well-defined almost surely for i = 1, 2.

1. Let {X,, = M,, +Y,} by (Doob’s Decomposition) of {X,}. We have 0 < Y,, and ¥,, 1 to
Y :=lim, Y,,. We have:

E[Y] < limninf E[Y,]
= liminf(E [X,,] — E[M,)])

n

< Sl:pr UXnH —E [Mn}

Hence, Y € L! and Y,, — Y almost surely and in L' (by (DOM) ); the dominating function is Y.
Hence, {Y,, | n > 0} is uniformly integrable. Set My, := X — Yo which shows that M, — M
almost surely and in L! and {M,, | n > 0} is uniformly integrable.

2. In this step we claim that if 7 is a stopping time, then {X,rr | » > 0} is uniformly integrable.
Exercise: prove this statement.

3. We know that for i = 1,2, {X,ar, | ¢ = 1,2} is a uniformly integrable sub-martingale. Hence,

Xn/\n- % XTZ'
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almost surely and in L' by uniform integrability. Hence, for all A € F;,:

/ XodP = lim X, andP (by L convergence)
A

n—o0 A

— lim / Xy ndP + / X, dP
n—00 An{ri<n} An{r1>n}

= (>) lim / Xy ndP + / X, dP
n—o0 An{r1<n} An{T1>n}

= lim [ X pandP
A

n—o0

= / X, dP (by L' convergence).
A

Hence,
E [XTQ/\n’fn/\n] (2) = Xﬁ/\n-

O]

Theorem 49 (Hunt’s Theorem III). Let {X,, | n > 0} be a (sub)-martingale, 71,72 be stopping times
such that B[] < E[r] < co. Assume that there exists an k > 0 such that | X, 11 — X,| < k for alln > 0.
Then, fori=1,2, X;, € L' and E [Xn,|Fr] (>) = X4, .

Corrolary 8 (Wald’s Inequality). Let {W,, | n > 1} be iid random variables with E[W;] € R. Set
Xo=0, X =370 Wy forall n > 1. Set Fo = {0,Q} and F,, := o({W1,..., Wy }). Let 7 be a stopping
time with E [7] < co. Then,

E[X,] = E[]E [W].



